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Abstract:  
 

Numerical modelling is a powerful tool for understanding the temperature distribution 

and material flow in Friction Stir Welding (FSW) and Friction Stir Processing (FSP). 

However, the lack of a suitable framework and difficulty in accurately estimating heat 

generation are crucial challenges in this area. This paper examined different approaches 

used by researchers to predict heat generation. Actual experimentation was conducted to 

ascertain the variation of normal force under different process parameters by varying the 

tool rotation rate and traverse speed. Investigation revealed that the magnitude of the 

normal force differs under various experimental conditions. However, most existing 

numerical models neglect this crucial variation of the normal force. The results 

necessitate adopting the CEL approach in future studies, as it effectively considers the 

variation in normal force, which can precisely predict heat generation. 

 

1. Introduction 
 

Friction stir welding (FSW) and friction stir 

processing (FSP) are some of the leading materials 

joining and processing technologies. FSW can 

produce high-quality welds without melting the 

materials, eliminating solidification defects. On the 

other hand, FSP improves the tribological and 

corrosion properties of the surface. Extensive 

research is being done on developing surface 

composites using FSP[1]. 

However, when a new material combination is to be 

welded or processed, a trial-and-error method has to 

be adopted to select proper processing parameters. 

This methodology is time-consuming and does not 

hold any analytical ground. If a robust numerical 

model is developed to simulate FSW/FSP, it can be 

effectively used to optimise the process parameters. 

Numerical models can estimate heat generation, 

temperature distribution, deformations, stress states, 

and material flow. Based on the predictions, a 

bottom-to-top approach can be used to design 

experiments to get suitable output characteristics 

without doing a large number of laboratory 

experiments. 

The underlying mechanisms in FSW and FSP are 

highly complex. The heat generation mechanism is 

nonlinear and coupled to material plasticity. The 

nonlinearity is localised, and the exact boundary 

determination is also tricky [2]. In FSW and FSP, 

heat is generated by friction and plastic deformation. 

The heat generated by friction depends on normal 

force, material properties, actual contact area and 

relative sliding velocity between the surfaces. When 

FSW/ FSP begins, friction between the tool and 

workpiece generates heat. This heat raises the 

material temperature, changing properties such as 

thermal conductivity, convectivity, surface 

roughness, yield strength and flow stress. This leads 

to changes in the magnitude of the normal force 

exerted by the tool, the actual area of contact and 

relative velocity. As these parameters change, the 

heat generation rate counter changes. The heat 

generated by plastic deformation also depends on 
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equivalent stress and strain rate. This coupled and 

nonlinear variation of properties in a short period 

makes it very difficult to predict the heat generation 

in FSP and FSW.  

There is uncertainty in selecting the proper 

framework for numerical models as there are both 

solid mechanics and fluid dynamics points of view 

[3]. Earlier researchers used Lagrangian, Eulerian, 

and Arbitrary Lagrangian-Eulerian (ALE) 

Frameworks to study the problems [4]. Nowadays, 

Computational Fluid Dynamics (CFD), Coupled 

Eulerian-Lagrangian (CEL) and Smoothed Particle 

Hydrodynamics (SPH) approaches are also used [5–

7]. Researchers use different approaches for 

numerical studies and make different assumptions 

when defining heat generation. 

Due to the complexities discussed above, the heat 

generation in friction stir welding is not considered 

accurate in most numerical models. This paper 

examines the different methods researchers adopt to 

calculate heat generation and explains the need to 

consider the variation of force in FSW numerical 

models. 

 

2. Heat Generation Calculation in Literature 
 

The earlier studies used experimental readings to 

calculate the heat generation for the numerical 

model. Fonda et al. [8] developed an inverse heat 

generation model to compute the heat generation 

from the experimental reading of the temperature. 

Then, three-dimensional temperature fields across 

the different zones were computed and used for 

further studies. A similar study was conducted by 

Khandkar et al. [9] by computing heat generation at 

each instant from the experimental torque reading. 

Hamilton et al. [10] used energy per unit length as 

the input parameter from the experimental readings. 

Torque was computed from the energy reading and 

was used for further calculations. 

In later studies, heat generated by friction was 

computed as the product of frictional shear stress and 

relative velocity. Based on the approach, accuracy 

required, and computational cost, different 

researchers computed frictional shear stress by 

different means. The simplest of them is based on the 

Coulomb law of friction given in Equation 1. 

 

         Frictional shear stress,   =  𝜇𝑝 (1) 

 

Where µ is the coefficient of friction, and p is the 

normal pressure exerted by the tool on the 

workpiece. It is to be noted that there is no specific 

value for µ; different researchers are employing 

various sets of values. A few studies used constant 

values of µ [11–16], and a few others used 

temperature-dependent values [17–19].  

A modified version of Coulomb's law is given by 

equation 2 and 3,  

 

 =  𝜇𝑝     𝑖𝑓 𝜇𝑝 < 𝜏𝑚𝑎𝑥  (2) 

 

 = 𝜏𝑚𝑎𝑥  𝑖𝑓 𝜇𝑝 > 𝜏𝑚𝑎𝑥  (3) 

 

Here, the upper limit of frictional stress is limited by 

the yield shear strength of the material. 

In the second approach, the magnitude of  depends 

on slip and stick conditions. The state of slip and 

stick is determined by slip term  which essentially 

depends on the material velocity. During pure slip,   
is calculated as the product of normal stress and 

coefficient of friction. On pure stick,   is taken as 

shear yield strength, τ𝑦 [20]. The value of  in the 

partial stage of slip and stick is computed by 

equation 4. Most researchers use this equation for 

calculations [21–24]. 

 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦   (4) 

 

Some of the studies followed a similar approach 

where slip and stick cases are not considered 

separately; instead,  is calculated based on the 

relative velocity, 𝑣𝑟𝑒𝑙 [2,25–27]. The term 𝛼1  is a 

scaling constant. The  is calculated with the 

equation 5. 

 

 = − 𝜇𝑝.
v⃗ 𝑟𝑒𝑙 

|v⃗ 𝑟𝑒𝑙|
.  tanh(𝛼1‖𝑣𝑟𝑒𝑙‖) (5) 

 

Norton's law is used in a few works to compute  
[28-43]. Material consistency factor α and relative 

velocity Δ𝑣 are considered for the calculation. 

Material consistency factor is a term that resembles 

the normal pressure in calculation. The α value is 

adjusted in such a way that experimental and 

numerical model values match. Norton's law is 

commonly used when the CFD approach is used. 

The  is calculated by equation 6. 

 

 =  α(T) ||Δ𝑣||q−1 Δ𝑣  (6) 

 

A few researchers define  as the product of friction 

factor m and yield shear strength k [44,45,47,48]. 

They calculate the shear yield strength using the Von 

Mises yield criterion. A friction factor value is used 

either from old literature or by adjusting a random 

value to match the temperature in the experiment and 

numerical model. The  is calculated by equation 7. 

 =  𝑚𝑘    (7) 

 

The FSW process is an extensive deformation 

process. The classical Lagrangian approach has the
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Table 1. Analysis of literature. 

Year Authors Fictional shear stress 

calculation method 

Normal 

Pressure

/ Force 

value 

Appr

oach 

Remarks 

2023 Jie Chen et al. 

[26] 
 = − 𝜇𝑝.

v⃗ 𝑟𝑒𝑙  

|v⃗ 𝑟𝑒𝑙|
. 

tanh(𝛼1‖𝑣𝑟𝑒𝑙‖) 

31 MPa CFD  Based on experimental force readings. 

2023 Lei Shi et al. [27] 
 = − 𝜇𝑝.

v⃗ 𝑟𝑒𝑙  

|v⃗ 𝑟𝑒𝑙|
. 

tanh(𝛼1‖𝑣𝑟𝑒𝑙‖) 

31 Mpa CFD  Based on experimental force readings. 

2022 Chengle Yang et 

al. [25] 
 = − 𝜇𝑝.

v⃗ 𝑟𝑒𝑙  

|v⃗ 𝑟𝑒𝑙|
.  

tanh(𝛼1‖𝑣𝑟𝑒𝑙‖) 

40.7 MPa CFD Calculates pressure from the experimental 

reading of force. 

2022 Hepeng Jia et al. 

[30] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 60 MPa CFD The pressure value is from the 

experimental reading. 

2022 Pardeep Pankaj et 

al. [31] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 Not 

specified 

CFD Uses experimental force reading to 

calculate frictional stress 

2022 Hua Ji et al. [32]  = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 Not 

specified 

CFD Uses experimental force reading to 

calculate frictional stress 

2022 Pardeep Pankaj et 

al.[33] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 Not 

specified 

CFD Uses experimental force reading to 

calculate frictional stress 

2021 D.G.Andrade et 

al.  [29] 

 =  α(T) ||Δ𝑣||q−1 Δ𝑣 90 MPa ALE Material consistency factor is used. A 

trial-and-error method is used to find the 

value of α. The same data is used for 

different speeds. 

2021 Renju Mohan et 

al. [34] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 200 N CFD The same force data from the literature is 

used for nine simulations. 

2020 Vasanthakumar 

Pandian et al. [14] 

 =  𝜇𝑝 5kN - Force value from an experiment is used. 

2020 Yanning Guo et 

al. [16] 

 =  𝜇𝑝 10 kN - Force value is taken from other literature. 

2020 P Prakash et al. 

[22] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 12 MPa CFD Pressure value from old literature is used 

for four simulations. 

2020 H A Derazkola et 

al.[23] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 Not 

specified 

CFD Value from old literature is used for 12 

combinations in simulation. 

2020 Ming Zhai et al. 

[24] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 4.2 kN, 

6.1 kN 

CFD Experimental readings from 2 cases are 

used for simulation. 

2019 Nirav P.Patel et 

al. [21] 

 = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 ~ 6 kN Not 

Speci

fied 

Force value from old literature 

2019 G Chen et al. [35] 
 = 12.5 +  𝑚

𝜎𝑦

√3
 

12.5 MPa CFD Constant pressure is used for shoulder 

action. The Norton model is used for 

shear stress calculation from the pin side.  

2018 G Chen et al. [19]  =  𝜇𝑝 50 MPa CFD Pressure value from old literature is used 

for five different speeds. 

2018 G Chen et al. [12]  =  𝜇𝑝 50 MPa CFD Pressure value from old literature is used. 

https://www.sciencedirect.com/science/article/pii/S2352492822003932#!
https://www.sciencedirect.com/science/article/pii/S0020740320330320#!
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2018 Z Sun et al. [36]  = (1 − 𝛿)𝜇𝑝 + 𝛿τ𝑦 30 MPa CFD  Experimental force data is used for 

frictional stress calculation. 

2023 Omar S. Salih et 

al. [37] 

 =  𝜇𝑝  Comput

ed 

CEL Pressure between the surfaces is 

calculated in a numerical model. 

2022 AK Choudhary et 

al. [11] 

 =  𝜇𝑝 

 =  𝜏𝑚𝑎𝑥 , 𝑖𝑓 𝜇𝑝 > 𝜏𝑚𝑎𝑥  

Compute

d 

CEL Pressure is calculated using the penalty 

contact algorithm. 

2022 Peihao Geng et 

al. [13] 

 =  𝜇𝑝 

 =  𝜏𝑚𝑎𝑥 , 𝑖𝑓 𝜇𝑝 > 𝜏𝑚𝑎𝑥  

Compute

d. 

CEL The penalty contact method is used to 

calculate the normal pressure between the 

tool and the workpiece. 

2022 Murat Turkan et 

al. [18] 

 =  𝜇𝑝 

 =  𝜏𝑚𝑎𝑥 , 𝑖𝑓 𝜇𝑝 > 𝜏𝑚𝑎𝑥  

Compute

d 

CEL The compressive force is calculated. 

2021 B Meyghani [2] 
 = − 𝑝

v𝑔 

|v𝑔|
. 𝑔(v𝑔) 

Calculati

ng 

pressure 

with a 

modified 

fem 

model. 

CSM FEM software calculates the relative 

velocity at each increment. Then, the 

modified friction model calculates the 

corresponding pressure and shear stress. 

2020 H.J. Zhang et al. 

[15] 

 =  𝜇𝑝 compute

d 

CEL The CEL approach calculates the 

interfacial stress between the tool and the 

workpiece. 

2019 Salloomi [17]  =  𝜇𝑝 

 =  𝜏𝑚𝑎𝑥 , 𝑖𝑓 𝜇𝑝 > 𝜏𝑚𝑎𝑥  

Compute

d 

ALE ALE approach is adopted to predict the 

Normal force. 

2019 Ansari 

Mohammad Ali 

et al. [38] 

 =  𝜇𝑝 

 =  𝜏𝑚𝑎𝑥 , 𝑖𝑓 𝜇𝑝 > 𝜏𝑚𝑎𝑥  

Compute

d 

CEL  The model predicts axial force. 

2023 Z. Zhang et al. 

[39] 

NA NA Not 

Speci

fied 

 Heat source magnitude is adjusted based 

on experimental temperature reading. 

2022 J.Y. Sheikh-

Ahmad et al. [40] 

NA NA Not 

Speci

fied 

Heat source magnitude is adjusted based 

on experimental temperature reading. 

2021 El-Moayed et al. 

[41] 

not defined 26.5 MPa Not 

Speci

fied 

Calculated heat flux from the same value 

of force for all 16 simulations. 

2021 Gaoqiang Chen et 

al. [42] 

NA NA FVM Heat flux is calculated based on the 

temperature reading from the experiment. 

2019 M I Costa et al. 

[43] 

NA NA CSM Heat flux is calculated based on 

experimental torque reading. 

2023 Jiaqing You et al. 

[44] 

 =  𝑚𝜏𝑚𝑎𝑥 NA CSM Shear yield strength is considered. 

2020 Bo Du et al. [45]  =  𝑚𝜏𝑚𝑎𝑥 NA CSM Shear yield strength is considered. 

2020 Md Perwej Iqbal 

et al. [46] 

 =  𝑚𝜏𝑚𝑎𝑥 NA CSM Shear yield strength is considered. 

2020 Wenshen Tang et 

al. [47] 

 =  𝑚𝜏𝑚𝑎𝑥 NA CSM Shear yield strength is considered. 

 

https://www.sciencedirect.com/science/article/pii/S1526612521000736#!
https://www.sciencedirect.com/science/article/pii/S0020740320311073?via%3Dihub#!
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disadvantage of withstanding limited deformation. 

The pure Eulerian approach can withstand large 

deformation, but modelling corresponding tool-

workpiece interactions is challenging. So, most of 

the researchers chose the CFD approach over the 

CSM approach. The CFD approach is suitable for 

handling material flow and velocity calculations. 

The disadvantage of the CFD approach lies in the 

difficulty of computing the normal force at the 

interface [5,6].  

Significant research works in numerical simulation 

of FSP and FSW in the past five years are examined 

in Table 1 to understand how existing numerical 

studies calculate  and normal force. 

 

 

Figure 1. Percentage of studies using different types of 

heat generation calculations. 

 

Except for the 14% of the models which directly 

define the surface heat flux as boundary conditions 

based on the experimental readings [39–43], the rest 

of the models compute heat generation from  (Figure 

1). In that, a few models estimate  based on shear 

yield strength [44–48], and the rest of the works 

consider normal force in the calculation. Many 

researchers use the predefined value of normal force 

for a material combination from old literature 

[12,16,19,21–23]. The material might be the same, 

but the process parameters used in the new and old 

studies differ. Some researchers use force readings 

from experiments to calculate heat generation in 

numerical simulation [14,24–27,30–33,36,41]. On 

tabulating, it is understood that only 22% of the 

works examined in this study have tried predicting 

the normal force for heat generation calculation. In 

50% of the works the force value must be fed 

manually.  
Researchers also reported that thermal contact 

conductance varies with the normal force [10], 

which also affects the temperature distribution. 

Normal force is one of the main factors affecting 

heat generation, so it should be accurately 

considered while simulating FSW and FSP.  

In this work, actual FSW is done to analyse how 

normal force varies with different process 

parameters. A numerical simulation is done using a 

CEL approach to see how it predicts the normal force 

during welding.  

 

3. Experimental Procedure 
 

Heat generation calculation is similar for FSP and 

FSW in numerical simulations. Bead-on-plate FSW 

was used in this study to simplify the 

experimentation. FSW has two phases, viz the 

plunge phase and the traverse phase. In the plunge 

phase, the rotating tool starts rubbing the surface and 

plunges to a predefined depth. A plunge depth of 5 

mm was used for all the experiments in this study. 

The initial tool plunging rate was 10 mm/min. The 

table traverses for 80mm horizontally in the traverse 

phase, keeping the plunge depth constant. 

One of the aims of this study was to check whether 

the normal force remains the same for different 

processing conditions during FSW. Tool rotational 

rate and traverse speed were varied to generate nine 

different experimental conditions, as given in Table 

2. FSW was done on all these nine experimental 

conditions, and the normal force was measured from 

the Friction Stir Welding Machine. The impact of the 

normal force was examined by monitoring the 

instantaneous temperature recorded at the tool-

workpiece interface. For experimentation, AA6061 

plate was used. The tool was made of EN32 steel. 

The shoulder diameter of the tool was 16 mm, and 

the pin diameter was 5 mm. The depth of the pin was 

4.5mm. The Plate dimensions were 100 mm x 150 

mm x 6mm. A 4-axis friction stir machine was used 

for experimentation (Figure 2). The machine can 

record the movement of the tool, workpiece and the 

instantaneous value of normal force. The 

instantaneous surface temperature was recorded 

using an Infrared camera (Figure 3). 

 

 

Figure 2. Sample in FSW machine. 
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Figure 3. Temperature measurement using IR camera 

during. 

 
Table 2. Process parameters. 

Experiment 

Number 

Tool Rotation Rate 

(RPM) 

Traverse Speed 

(mm/min) 

1 600 30 

2 600 60 

3 600 120 

4 1200 30 

5 1200 60 

6 1200 120 

7 2000 30 

8 2000 60 

9 2000 120 

 

4. Numerical Simulation 
 

A CEL analysis is used to numerically model friction 

stir processing. In a CEL framework, the plate is 

modelled in an Eulerian framework so that it can 

handle large deformations. The tool is modelled as a 

rigid body in a Lagrangian framework. The 

equations will be first solved in the Eulerian 

framework to analyse the interactions between the 

Lagrangian tool and the Eulerian workpiece. Then, 

the deformation gradient and Jacobian determinant 

are solved using the Lagrangian framework. Hence, 

this approach can calculate the interfacial stress. The 

calculated normal force will vary based on the 

plastic state of the plate. So, this approach is more 

realistic to the actual condition, whereas most of the 

studies use a constant value of normal force. A 

Johnson-Cook material model is used to predict the 

material behaviour at different temperatures, strains 

and strain rates [11]. The tool with a shoulder 

diameter of 16 mm and a pin diameter of 5 mm is 

used. The depth of the pin is 4 mm. A total of 6328 

C3D10MT tet elements were used to build the 

geometry of the tool. The approximate global size of 

the edge is 1.5 mm. The plate is modelled using 

Eulerian EC3D8RT hex elements. The actual plate 

size is 100 mm x 150 mm x 5 mm. In order to capture 

the flash formation, the Eulerian domain defined 

 

 

Figure 4. Discretisation of geometry (a) meshed view of 

tool; (b) meshed view of Eulerian domain; (c) cross 

section of assembled view. 

 

has an additional height of 5 mm above the surface 

of the plate (Figure 4). Even though the Eulerian 

domain has more volume than the plate dimension, 

the material is initially assigned only to the volume 

corresponding to the plate dimensions. Later, the 

material can flow within this domain based on the 

interactions. A central area of the part where the tool 

and plate interact is made with fine elements having 

an approximate size of 1.25 mm. The size of the 

elements gradually increases to 2.5 mm towards the 

periphery. A total of 52,560 elements were used to 

define the Eulerian volume, which was 100 mm x 

150 mm x 15 mm. 

A penalty contact condition is assigned for the 

contact interaction between the tool surfaces and the 

plate. A Coulomb's friction law is considered for 

heat generation. Heat generation due to friction is 

given by equation 7. 

 

𝑄𝑓 = 𝜇𝑃𝑉    (7) 
 

where 𝜇 is the coefficient of friction taken as 0.25. 𝑃 

is the instantaneous value of normal pressure 

calculated by the study. 𝑉 is the instantaneous value 

of relative velocity between the tool and workpiece. 

Heat generation due to plastic deformation is also 

considered in calculations as per equation 8. 

 

𝑄𝑝 = 𝜂𝜎e 𝜀̇e    (8) 

 

Where 𝜂  is the plastic deformation heat conversion 

efficiency assumed to be 0.9. 𝜎e is the equivalent 

stress, and 𝜀̇e is the equivalent strain rate, 

Net heat generation is the sum of frictional heat 

generation and plastic work heat generation. 

 

 𝑄 = 𝑄𝑓 + 𝑄𝑝    (9) 

 

The momentum and energy balance equations used 

in this study are the same as those used in Chen et al. 

's study [12]. 
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The initial temperature for all the parts was set to 300 

℃. The plate was fixed with the encastre boundary 

condition. The tool was given a rotational degree of 

freedom about the Z axis and translational degrees 

of freedom in the z and y directions. One simulation 

was performed with the same combination of 

process parameters as that used in experiment 5. 

 

 

Figure 5. Variation of normal force during traverse. 

 

5. Results 

 
5.1 Normal Force Variations 

The general pattern of normal force response in FSW 

is explained by the reading from experiment 7 in 

Figure 5. The normal force acting on the tool rises as 

the rotating tool plunges into the workpiece during 

the plunge phase (A-B). The increase in force is 

steeper near the end of the plunge when the shoulder 

starts to touch the surface. A dwell period exists 

between the tool plunge and table traverse phases 

(B-C). During this time, normal force reduces. As 

the table moves, normal force remains almost 

constant during the traverse period (C-D). The 

average normal force is the mean of the force 

response in the traverse phase. Similarly, the average 

interface temperature is the mean of temperatures 

recorded in the traverse phase. 

 
Table 3 Force and Temperature readings. 

Exp 

No 

Tool 

Rotation 

Rate 

(RPM) 

Traverse 

Speed 

(mm/min) 

Average 

Normal 

Force 

(kN) 

Average 

Interface 

Temperature 

(℃) 

1 600 30 3.02 406 

2 600 60 3.39 371 

3 600 120 4.34 348 

4 1200 30 1.66 442 

5 1200 60 2.32 440 

6 1200 120 2.67 417 

7 2000 30 1.25 469 

8 2000 60 1.71 468 

9 2000 120 2.16 460 

 

 

The average normal force and average interface 

temperature from all nine experiments are tabulated 

in Table 3. Comparing the nine experiment results, it 

is evident that the average normal force differs with 

process parameters. 

 

5.2 Average Normal Force and Tool Rotation 

Rate 

For experiments 1,4 and 7, the tool rotation rates are 

600 RPM, 1200 RPM and 2000 RPM, respectively. 

The traverse speed is 30 mm/min for all three 

experiments. The instantaneous variation of normal 

forces with time is shown in Figure 7. The force 

magnitudes in the plunge and traverse phases are 

highest for the sample processed with 600 RPM; the 

corresponding average normal force was 3.02 kN. 

When the tool rotation rate was changed to 2000 

RPM, the average normal force dropped to 1.25 kN. 

A similar pattern is observed among experiments 

2,5,8 and 3,6,9, which are represented in Figure 8 and 

Hata! Başvuru kaynağı bulunamadı.Figure 9, 

respectively. Consolidated data shown in Figure 6 

indicates that the average normal force is less when 

the experiment is done with a high tool rotation rate. 

 

5.3 Average Normal Force and Traverse Speed 

Normal force responses for experiments 7,8, and 9, 

having table traverse speeds of 30 mm/min, 60 

 

 

Figure 6. Variation of average normal force with tool 

rotation rate. 

 

 

Figure 7. Instantaneous normal force at 30 mm/min for 

3 tool rotational rates. 

 



Amal V PURUSHOTHAMAN, S MUTHUKUMARAN, Deepesh VIMALAN / IJCESEN 10-4(2024)1211-1222 

 

1218 

 

 

Figure 8. Instantaneous normal force at 60 mm/min for 

3 tool rotational rates. 

 

Figure 9. Instantaneous normal force at 120 mm/min for 

3 tool rotational rates. 

 
mm/min and 120 mm/min, respectively, are plotted 

in Figure 10. The tool rotation rate is 2000 RPM for 

these three experiments. The variation of the normal 

force in the plunge phase was the same for all three 

experiments. However, force varied in different 

patterns by the start of the traverse phase. The 

average force was the least for the experiment with 

a traverse speed of 30 mm/min. The average normal 

force was higher when processing was done with 

higher traverse speeds. The same pattern was 

observed in experiments 1,2,3 and 4,5,6. 

Consolidated data is shown in Figure 11. 

6. Discussion 

 
From results 0, it is clear that average normal force 

values are lower when the tool rotation rate is high. 

 

Figure 10. Instantaneous normal force at 2000 rpm for 3 

traverse speeds. 

 

 

Figure 11. Variation of average normal force with 

traverse speed. 

 
Rotation of the tool at higher rates generates more 

heat at the interface. The material will be softer at 

higher temperatures, so the magnitude of force 

needed to stir the material will be less. For different 

traverse speeds, the average interface temperatures 

ranged from 460 ℃ to 469 ℃ when the tool rotation 

rate was 2000 RPM. The corresponding average 

normal force ranged from 2.16 kN to 1.25 kN. 

Furthermore, for experiments with 600 RPM, 

average interface temperatures ranged from 348 ℃ to 

406 ℃, and the corresponding average normal force 

ranged from 4.34 kN to 3.02 kN (Figure 12).  

 

 

Figure 12. Average normal force and average 

temperatures for all experiments. 

 

 

Figure 13. Variation of average interface temperature 

with traverse speed. 
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Among all the experiments, the highest temperature 

developed is 469 ℃ for 2000 RPM and 30 mm/min 

traverse speed. The tool's slow traverse helps to 

accumulate more heat at the interface. The average 

normal force acting in this case is 1.25 kN. On the 

other hand, the average normal force value is 4.33 

kN when the tool rotation rate is 600 RPM, and the 

traverse rate is 120 mm/min. As heat transfer time is 

less at higher traverse speeds, the temperature 

developed is 348 ℃ only. Also, a greater volume of 

material must be moved per time at higher traverse 

speeds, so more force is required to stir the region. 

Consolidated data shown in Figure 13 implies that the 

average normal force value and average interface 

temperature values are inversely proportional. 

The CEL model predicts the instantaneous value of 

normal force experienced by the tool. The pattern of 

force predicted is very similar to the actual case. The 

normal force rises to a peak value in the plunge phase 

and drops to a lower value afterwards, as represented 

in Figure 14. The temperature of one point just below 

the surface is also plotted. The temperature also rises 

to a peak value of 800K in the plunge phase; 

thereafter, it gradually decreases. The results show 

that the CEL approach can predict force variations. 

In this study, the force predictions are much higher 

than those of the actual experimentation. The main 

reason for this is the adoption of mass scaling to 

reduce computational time. As mentioned in 

previous sections, ambiguity in choosing the friction 

coefficient value and friction law can also lead to 

inaccuracies. 

 

 

Figure 14. Temperature and Force variation 

predictions. 

 

Results 0 clearly show that the average normal force 

differs for different process parameters. This implies 

that if the magnitude of the normal force is not 

correct in the numerical model, there will be a 

significant error in the heat generation calculation. 

However, from the literature review, it is understood 

that most researchers are feeding the same normal 

force value irrespective of the process parameters for 

the numerical model. To correct this error 

approaches like CEL should be used to predict the 

variation of the normal force. 

The normal force is a response indicating the plate 

material's plastic state. The more plastic the material, 

the lesser the force needed and the harder the 

material, the higher the force needed to stir the 

material. So, the force response can be considered as 

a bulk property of the system. On the other hand, 

most researchers validate their model with medium 

to far-range temperature fields that are very 

insensitive to interfacial frictional behaviour. The 

temperature value in numerical simulations can be 

easily altered by adjusting the associated parameters 

[6], and researchers fail to cross-check whether other 

output fields are similar to the actual 

experimentation. So, when validating FSW models, 

researchers should give more importance to the force 

response than temperature to ensure the model's 

accuracy. 

 

7. Conclusions 
 

Overall, this study analysed how existing numerical 

simulations calculate heat generation. It is 

understood that most of the studies give the least 

importance to the value of normal force. Actual 

experiments were performed to find the variation 

pattern of the normal force in FSW. An interesting 

trend observed was that the temperature raised in the 

material was inversely proportional to the normal 

force acting on the tool. 

The experiments show that the normal force's 

magnitude is not the same for different process 

parameter combinations. However, the same value 

of normal force is used in most numerical 

simulations. Feeding a constant value of normal 

force will lead to inaccurate heat generation rate 

calculation in numerical simulation. Most present 

studies validate their model by comparing 

experimental results of interface temperature with 

simulation results alone. However, a robust model 

should be able to predict the normal force and 

validate multiple parameters to ensure accuracy. In 

that case, the CEL approach will be most suitable for 

the numerical simulation of Friction Stir Welding 

and Processing. Even though the existing models can 

predict different output fields and can be used for 

further studies like phase changes and residual stress 

calculation, the inaccuracy in the heat generation 

calculation limits the potential of numerical 

simulation. Heat generation is as reported elsewhere 

[49,50] is studied in the literature. 
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