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Abstract:  
 

Event-driven architecture is a common architectural pattern for solving problems in 

enterprise systems that need to be responsive, scalable, and effective at handling live 

streaming feeds of events across distributed system nodes. This article describes 

architectural patterns to solve the most critical problems in multi-channel WebSocket 

systems, subscription-based event filtering, stateful workflow orchestration, and 

resource-constrained state replication. Multi-channel WebSocket architectures allow 

events of different types to be emitted on separate channels, leading to more flexible 

application control over data flow and independent scaling. By providing filtering at the 

server side, subscription-based filtering methods invert the broadcast model, potentially 

improving battery and bandwidth consumption. Lightweight state management patterns 

enable the processing of high-frequency events with low computational and memory 

costs. Business Process Management integration patterns enable resilient orchestration 

of complex and long-running multi-step processes through durable state persistence and 

compensation transactions. Retriable connection management patterns include graceful 

reconnection, exponential backoff, and explicit state synchronization as strategies to 

handle network disconnections. They have been shown to improve battery life, state 

management, and short- and long-term uptime benefits when implemented in 

production systems serving millions of concurrent users and connected devices. 

 

1. Fundamentals of Event-Driven Architecture 

in Enterprise Systems 

 

Event-driven architecture is a major rethinking of 

how distributed systems communicate and 

coordinate. Martin Fowler classifies event-driven 

systems into four types: event notification, event-

carried state transfer, event sourcing, and command 

query responsibility segregation. Each variant has 

its intended use in the architecture [1]. With event 

notification, lightweight messages are sent by one 

system to inform another that something has 

happened, and the other system may choose to 

query for more details. This process is highly 

decoupled because the sender does not know or 

care about the response the recipients produce. The 

event-carried state transfer pattern does its job by 

transferring sufficient state with the event for the 

consumers to update their cache without needing to 

query back to the source system. This method 

reduces coupling and improves resiliency.The 

benefits of these patterns become most apparent 

when compared to the request-response 

architecture. Because event-driven systems are 

temporally decoupled and not blocked on 

synchronous calls, the system remains responsive 

even when downstream components are 

unavailable, slow, or malfunctioning. This 

asynchrony is consistent with the needs of modern 

large distributed systems spanning multiple 

geographic regions, where network latency and 

unreliability can differ considerably from region to 

region [1]. 

Enterprise integration patterns provide recurring 

messaging patterns to realize event-driven 

architectures. They also classify such channels, 

which may be point-to-point channels where each 

message is consumed by exactly one consumer or 

publish-subscribe channels for broadcasting 

messages to multiple consumers [2]. Message 

routers inspect messages and route them to the 

appropriate consumers based on routing rules. This 
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allows for clever event distribution without 

requiring knowledge of the consumer on the 

producer side. Content-based routers are able to 

perform more complex routing based not only on 

message header values but also on the message 

payload. 

The patterns also provide solutions to reliability 

concerns like message delivery, persistence, dead 

letter channels to handle undelivered messages, and 

durable message storage, which makes messages 

survive crashes and allows later recovery or replay 

to restore the same state in distributed components. 

These foundational patterns establish the 

architectural vocabulary and proven solutions for 

building event-driven systems that are strong, 

scalable, and reliably operable even in hostile 

deployment environments. [2] 

 

2. Multi-Channel WebSocket Architecture for 

Event Stream Segregation 

 

WebSocket is a computer communications 

protocol, standardized in RFC 6455, providing full-

duplex communication channels over a single TCP 

connection. It is intended as a replacement for the 

customary HTTP polling used by browsers 

and consists of an HTTP handshake request from 

the client to the server. The request also includes 

headers such as Sec-WebSocket-Key, a randomly 

generated string that the server must use to prove 

that it supports the WebSocket protocol. Upon 

handshake, the HTTP connection is upgraded to the 

WebSocket protocol, allowing full-duplex 

communication while avoiding the overhead of 

HTTP headers and the latency of establishing a new 

connection to deliver each message, as is done with 

polling. 

WebSocket frames are the basic data transfer unit. 

Each frame contains an opcode indicating whether 

the frame is a text, binary, continuation, close, ping, 

or pong frame. Message fragmentation, which 

breaks large messages into frames, is another 

feature of the framing protocol. This is useful for 

sending events with payloads too large to fit in the 

network buffer. The frames can also have a 

masking bit and a mask key, which client-to-server 

frames must provide to obfuscate the payload data 

to avoid a class of cache poisoning attack in 

intermediary proxies [3].The protocol defines codes 

and procedures for properly closing a connection so 

both ends can free resources or reconnect. The 

normal closure process uses status code 1000. 

There are a few different codes for closing 

abnormally, often indicating the reason for 

disconnection, like a protocol error, the wrong data 

type, or a policy violation. These are important for 

production systems, since distinguishing non-

graceful from graceful disconnection can help 

determine protocol behavior upon reconnection. [3] 

Power profiling of smartphone apps has shown that 

network interfaces top the list of the most power-

consuming elements. The radio hardware for 

cellular and WiFi interfaces consumes a lot of 

power and draws varying currents based on the data 

pattern and the state of the network connection [4]. 

As a result, keeping the connection active requires 

the device to be in a higher power state for longer 

periods, thereby reducing the battery life. Energy 

profiling of Wi-Fi performance shows that state 

transitions add a non-negligible energy cost, 

although the time for network operation is constant. 

After a data transmission, the radio will remain on 

at high power for tail times of several seconds 

before entering its lower-power idle states, so even 

short transmissions use important power [4]. 

 

3. Subscription-Based Event Filtering for 

Resource Optimization 

 

Publish-subscribe is a decoupled interaction pattern 

in which a publisher interacts with subscribers 

through an event service that routes the events 

based on subscribers' queries. There are at least 

three kinds of routing mechanisms in publish-

subscribe systems: topic-based routing, content-

based routing and type-based routing. Topic-based 

routing is where subscribers identify topics in 

advance and the event is routed to matching 

subscribers. Content-based routing is where the 

subscriber specifies predicates that are evaluated 

against the content of the event. Type-based routing 

is where event type matching is used for routing 

[5]. For topic-based systems, events are organized 

in a topic,   and subscribers subscribe to all events 

in a topic branch via wildcard subscriptions, with a 

trade-off between expressiveness and 

implementation efficiency since topic matching is 

much faster than general predicate 

evaluation.Content-based publish-subscribe 

systems support more flexible types of 

subscriptions, in which predicates are evaluated 

against the contents of events, including, for 

example, attribute value ranges and predicates 

constructed from logical expressions. Subscribers 

can express interest in events matching one or 

several attribute value ranges, patterns, or 

combinations of multiple condition-based 

predicates. However, an expressive subscription 

language can impact the implementation, as the 

event service may have to evaluate thousands of 

filters against each event. Advanced indexing and 

query optimization techniques are required to 

provide acceptable performance when the number 

of subscriptions increases [5].Other publish-
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subscribe architectures differ in their guaranteed 

quality of service, the ordering of messages, and the 

reliability of delivery. Other architectures may only 

provide best-effort service (in which events may be 

missing either during a network partition or when a 

subscriber is no longer Some protocols guarantee 

delivery through persistent data stores and 

acknowledgements, while others do not. Such 

ordering guarantees range from the weakest 

guarantee of unordered events to the strongest 

guarantee of all subscribers seeing the events in the 

same order, with various intermediate orderings in 

between,, such as causal ordering that preserves 

dependencies between events [5]. 

Consumer group protocols generalize the publish-

subscribe model for scalable event processing: 

events are distributed across consumer instances in 

a consumer group. All consumer groups receive all 

events, but each event is delivered to exactly one 

consumer in each consumer group, providing at-

least-once delivery semantics while allowing 

concurrent processing [6]. The protocol 

orchestrates partition assignment for group 

members and automatically rebalances partitions of 

an event stream when consumers join or leave a 

group. It tracks consumer heartbeat signals to detect 

failures, and when failures are detected, a rebalance 

operation is triggered in which the failed 

consumers' partitions are reassigned to other 

healthy consumers. Thus, it enables the horizontal 

scaling of event processing by adding more 

instances of consumers to a group [6]. 

 

4. Lightweight State Management for High-

Frequency Event Processing 

 

Performance is a concern due to the number of 

times the Redux state is updated in an application, 

and inefficient patterns can have an impact. The 

Redux FAQ attempts to answer many of the 

performance-related questions and explains that 

Redux actually does fairly well, because the core 

library consists of small amounts of code that 

perform very simple operations [7]. Performance 

can be an issue due to application-specific patterns, 

such as nested state structures that are especially 

expensive to deep clone, reducers performing work 

for other unrelated actions, or unnecessary 

renderings due to excessive use of component 

subscriptions. Understanding these patterns enables 

optimizations to focus on application architecture, 

free from framework constraints. 

Selector functions provide an additional point of 

performance enhancement in Redux applications. 

Because React uses shallow equality checks to 

identify whether an update in state has occurred 

that would require a re-render, naive 

implementations of selectors that perform 

expensive computations or create new object 

references can cause unnecessary re-renders. 

Memoization is the technique of caching a 

selector's calculation or returning a cached value if 

the state has not changed. Reselect and similar 

libraries provide composable selector building with 

automatic memoization to ensure that derived state 

is computed efficiently even when selectors are 

potentially expensive to calculate [7]. 

The Redux FAQ states that normalizing state shape 

dramatically improves performance for applications 

that utilize relational data. This pattern normalizes 

relational data by placing entities into flat lookup 

tables keyed by identifier instead of nesting them in 

arrays or trees. A further benefit is easier updates, 

as you need to update each entity in one place, and 

faster lookups, as well as less memory usage and 

the possibility of consistency when one entity exists 

in multiple views. The benefits of these approaches 

are greatest for event-driven applications, where a 

single event may update a few entities in a large set 

[7]. 

Zustand is a state management tool with a minimal 

API. It can create flat stores using a hook API 

without needing to use actions, reducer functions or 

provider components. In contrast to Redux, the 

state management library shares high update rates 

and performance with it for certain use cases. 

Stores consist of state and updater functions. 

Components can subscribe to state changes using 

hooks. This removes one layer of indirection from 

the state update process, allowing for less overhead 

in the propagation of state updates. The library 

allows for inexpensive subscriptions via shallow 

equality checks on slices of the state. Components 

re-render only when the slices of state that they 

have selected change, not when the store updates as 

a whole. This subscription model, as based on 

selectors, is particularly well suited to event-driven 

applications with many components, each listening 

to separate portions of application state [8]. 

 

5. Stateful Workflow Architecture Using 

Business Process Management Integration 

 

Business Process Model and Notation provides a 

standardized graphical notation to model business 

processes as directed graphs of activities, gateways, 

and events. The specification defines three kinds of 

flow objects: activities, which are work to be 

performed; gateways, which specify how to split or 

join the flow; and events, which are used to indicate 

that something occurred [9]. Atomic tasks are 

executed atomically in a single action. Complex 

tasks may contain subprocesses and nested 

subprocesses, thus allowing for decomposing a 
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complex task into simpler tasks. Service tasks are 

the work done by the system in the form of 

invoking external services and APIs, while user 

tasks wait for operators to complete work before 

proceeding. 

Gateways branch and merge execution paths 

according to the state of the workflow and data. An 

exclusive gateway evaluates the conditions of each 

outgoing flow and chooses one to continue 

execution. This implements the if-then-else logic of 

decision points. Parallel gateways define multiple 

alternative paths that execute concurrently and join 

when all alternate paths have been followed, 

supporting the modeling of parallel workflows. 

Event-based gateways pause workflow execution 

until one of many potentially available events 

occurs, at which point the resulting event decides 

which of the alternative paths are exercised, 

allowing for reactive workflows that are triggered 

by external events [9]. 

According to the BPMN specification, error 

handling is implemented by attaching error 

boundary events to activities that catch exceptions 

thrown during the activity's execution. Error 

boundary events cancel the activity and transfer 

control to exception handling flows. They allow 

workflows to recover from failures without 

cancelling the entire process instance. 

Compensation handlers are the logical inverse of a 

sequence and   are useful for semantic rollback if 

later steps in a workflow fail and for long-running 

transactions across multiple systems (saga pattern) 

[9]. 

The saga pattern addresses distributed transactions 

by implementing a distributed commit through a 

sequence of local commits. Within a service, local 

transactions manipulate data and publish events that 

trigger the next transaction. In loosely coupled 

distributed systems, distributed locks used by ACID 

transactions are impractical because services 

remain independent and global cooperation is not 

possible with network partitions [10]. Sagas 

achieve eventual consistency using compensating 

transactions that semantically undo the effect of a 

committed transaction when an error is detected. To 

achieve this, sagas do not need to lock all 

participants globally before committing, like other 

rollback methods do. Each saga step is a transaction 

and a compensation. Choreography-based sagas 

respond to events and decide on subsequent 

activities, while orchestration-based sagas are 

driven by a centralized coordinator; both 

approaches trade off coupling of services against 

visibility of the workflow [10]. 

 

6. Resilient Connection Management and State 

Synchronization 

 

Release It! The Second Edition presents patterns for 

building resilient, production-ready distributed 

systems that can withstand failure at any point. The 

stability patterns catalog comprises typical failure 

modes and their remedies. Circuit breakers can 

provide stability by monitoring error rates and 

response times for dependent or downstream 

services. While unhealthy, the circuit breaker 

blocks requests for a period of time to allow the 

failing service to recover. Circuit breakers can be 

closed (normal operation), open (immediate 

blocking) and half-open (allowing a small test 

request). This prevents thundering herds from 

overwhelming herded services, as many clients 

retry against recovered but still fragile services. 

Timeouts are another foundational stability pattern. 

They can protect system responsiveness from 

unpredictable downstream latency. If not used, 

threads will wait indefinitely on unresponsive 

services until thread pools are exhausted and the 

service cannot handle more requests. Timeouts 

should avoid false positives from overly aggressive 

values and avoid overconsumption of resources 

from overly lenient ones. Timeout values are 

generally based on production service monitoring 

latency percentiles. Retry patterns are 

complementary to timeouts and are often employed 

to resurrect failed operations automatically. If 

simple, retries can overwhelm services suffering 

partial failure. Exponential backoff spacing 

between retry attempts prevents retry storms and 

also provides the highest probability of success 

[11]. 

Bulkheads partition resource pools to ensure a 

subsystem failure does not consume all resources. 

The name derives from compartments that reduce 

flooding on ships. Bulkhead design patterns may 

allocate separate thread pools per service 

dependency. The practice prevents slow 

downstream service calls from blocking all other 

service calls if they happen to run on threads from 

the same thread pool. This helps keep the whole 

system functional even when some of its 

dependencies are failing or unhealthy [11]. 

The study of distributed time and logical clocks by 

Leslie Lamport gave a way to contemplate event 

ordering in a distributed system without a globally 

synchronized physical clock. The happened-before 

relation is a partial order. An event A happens 

before an event B if A occurs before B in the same 

process, A sends B a message, or A and B happen 

before events are transitive [12]. The happens-

before relation captures the idea of causal 

relationships between events without the need to 

synchronize the clocks between processes. One way 

to solve this problem in distributed systems is to 
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use vector clocks to keep track of the ordering of 

events by exchanging messages. Vector clocks are 

arrays of counters maintained at each process. 

These principles are applied to state 

synchronization protocols, in which nodes must 

reconcile the different states that arise from 

network partitions. These procedures must involve 

causal orderings, rather than simply ordering events 

by the timestamps of the clocks, to avoid violating 

causality in the presence of clock drift [12]. 
 

Table 1: WebSocket Protocol Frame Types and Characteristics [3] 

Frame Type Primary Function Security Feature Use Case 

Text UTF-8 data transmission Masking required Event notifications 

Binary Raw data transfer Masking required Media streaming 

Continuation Message fragmentation Masking required Large payloads 

Close Connection termination Status codes Graceful shutdown 

Ping Connection health check Heartbeat protocol Liveness detection 

Pong Response to ping Heartbeat response Connection monitoring 

 

Table 2: Publish-Subscribe Routing Mechanisms [5] 

Routing Type Filtering Approach Expressiveness Performance Complexity 

Topic-based Predefined categories Moderate Low (fast matching) 

Content-based Attribute predicates High High (predicate evaluation) 

Type-based Event type hierarchy Moderate Medium 

Wildcard subscription Topic branch matching High Low-Medium 

 

Table 3: Redux Performance Optimization Patterns [7] 

Pattern Problem Addressed Solution Mechanism Performance Gain 

Selector memoization Unnecessary re-renders 
Cache computation 

results 
Reduced CPU usage 

State normalization Nested structure updates Flat lookup tables Faster updates 

Shallow equality checks 
Change detection 

overhead 
Reference comparison Minimal re-renders 

Composable selectors Expensive derivations Reselect library Efficient computation 

 

Table 4: Error Handling Mechanisms in Workflow Systems [9, 10] 

Mechanism Trigger Event Recovery Action Transaction Model 

Boundary events Exception during activity Redirect to handler Local recovery 

Compensation handlers Later step failure Semantic rollback Saga pattern 

Error flows Caught exceptions Alternative path Graceful degradation 

Timeout events Activity exceeds duration Cancel and compensate Resource protection 

 

7. Conclusions 

 
In this section conclusions of work should be given. 

Advanced architectural models for the event-driven 

enterprise concentrate on the core problem of 

designing high-capacity, fault-tolerant platforms to 

handle high-volume real-time event streams in a 

distributed environment. Multi-channel WebSocket 

architectures solve the problem of stream 

segregation to optimize flow control and resource 

allocation. Subscription-based filtering mechanisms 

improve resource efficiency by not transmitting 

unnecessary data and constructing filters by routing 

events on the server according to the subscriptions 

from all clients. Lightweight state management and 

Business Process Management integration become 

necessary to maintain responsiveness with long, 

high-frequency throughput. Business Process 

Management integration enables complex business 

workflows to be orchestrated in a reliable way with 

durable storing of state, support for compensation 

transactions in case of partial failures, connection 

management using exponential back-off algorithms, 

health monitoring, and explicit state 

synchronization,   which support partial failure 

cases while assuring consistency. The whole set 

describes an established architectural style for 

building production systems that deliver reliable, 

efficient, and responsive event-driven systems for 

real-world scenarios that   is proven to be 

applicable across enterprise settings and enterprise 

system implementation contexts where real-time, 

incident-driven event processing is required at 

scale. 
 

Author Statements: 

 

 Ethical approval: The conducted research is 

not related to either human or animal use. 



Makarand Gujarathi / IJCESEN 12-1(2026)807-812 

 

812 

 

 Conflict of interest: The authors declare that 

they have no known competing financial 

interests or personal relationships that could 

have appeared to influence the work reported in 

this paper 

 Acknowledgement: The authors declare that 

they have nobody or no-company to 

acknowledge. 

 Author contributions: The authors declare that 

they have equal right on this paper. 

 Funding information: The authors declare that 

there is no funding to be acknowledged.  

 Data availability statement: The data that 

support the findings of this study are available 

on request from the corresponding author. The 

data are not publicly available due to privacy or 

ethical restrictions. 

 Use of AI Tools: The author(s) declare that no 

generative AI or AI-assisted technologies were 

used in the writing process of this manuscript. 
 

References 
 

[1] Martin Fowler, "What do you mean by 'Event-

Driven'?" 2017. [Online]. Available: 

https://martinfowler.com/articles/201701-event-

driven.html 

[2] Gregor Hohpe and Bobby Woolf, “Enterprise 

Integration Patterns: Designing, Building, and 

Deploying Messaging Solutions,” O’Reilly, 2003. 

[Online]. Available: 

https://www.oreilly.com/library/view/enterprise-

integration-patterns/0321200683/ 

[3] I. Fette and A. Melnikov, "The WebSocket Protocol," 

2011. [Online]. Available: 

https://datatracker.ietf.org/doc/html/rfc6455 

[4] Abhinav Pathak et al., "Where is the energy spent 

inside my app?: Fine-grained energy accounting on 

smartphones with Eprof," EuroSys '12: Proceedings 

of the 7th ACM European Conference on Computer 

Systems, 2012. [Online]. Available: 

https://dl.acm.org/doi/10.1145/2168836.2168841 

[5] Patrick Th. Eugster et al., "The many faces of 

publish/subscribe," ACM Computing Surveys 

(CSUR), Volume 35, Issue 2, 2003. [Online]. 

Available: 

https://dl.acm.org/doi/10.1145/857076.857078 

[6] Confluent, "Consumer Group Protocol," Confluent 

Developer. [Online]. Available: 

https://developer.confluent.io/courses/architecture/c

onsumer-group-protocol/ 

[7] Redux Contributors, "Performance—FAQ," Redux 

Documentation. [Online]. Available: 

https://redux.js.org/faq/performance 

[8] Zustand Contributors, "Introduction: How to use 

Zustand."  [Online]. Available: 

https://zustand.docs.pmnd.rs/getting-

started/introduction 

[9] Camunda, "BPMN 2.0 Reference," Camunda 

Platform Documentation. [Online]. Available: 

https://camunda.com/bpmn/reference/ 

[10] Chris Richardson, "Pattern: Saga," Microservices.io. 

[Online]. Available: 

https://microservices.io/patterns/data/saga.html 

[11] Michael T. Nygard, “Release It! Second Edition: 

Design and Deploy Production-Ready Software,” 

O'Reilly, 2018. [Online]. Available: 

https://www.oreilly.com/library/view/release-it-

2nd/9781680504552/ 

[12] Leslie Lamport, "Time, clocks, and the ordering of 

events in a distributed system," Communications of 

the ACM, 1978. [Online]. Available: 

https://lamport.azurewebsites.net/pubs/time-

clocks.pdf 

 

 

 

 

 

 

 

 

 

 

 

 

https://martinfowler.com/articles/201701-event-driven.html
https://martinfowler.com/articles/201701-event-driven.html
https://www.oreilly.com/library/view/enterprise-integration-patterns/0321200683/
https://www.oreilly.com/library/view/enterprise-integration-patterns/0321200683/
https://datatracker.ietf.org/doc/html/rfc6455
https://dl.acm.org/doi/10.1145/2168836.2168841
https://dl.acm.org/doi/10.1145/857076.857078
https://developer.confluent.io/courses/architecture/consumer-group-protocol/
https://developer.confluent.io/courses/architecture/consumer-group-protocol/
https://redux.js.org/faq/performance
https://zustand.docs.pmnd.rs/getting-started/introduction
https://zustand.docs.pmnd.rs/getting-started/introduction
https://camunda.com/bpmn/reference/
https://microservices.io/patterns/data/saga.html
https://www.oreilly.com/library/view/release-it-2nd/9781680504552/
https://www.oreilly.com/library/view/release-it-2nd/9781680504552/
https://lamport.azurewebsites.net/pubs/time-clocks.pdf
https://lamport.azurewebsites.net/pubs/time-clocks.pdf

