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Abstract:  
 

Insufficient and imbalanced data are critical issues for developing a text-based 

classification because they hinder its performance, including underfitting and inaccuracy. 

This work presents a method to apply text data generation methods to systematically 

increase data quantity and leverage the number difference between classes. Data 

augmentation methods such as synonym replacement and data synthesis methods are 

exploited to generate additional Thai text data based on existing data. For training towards 

classification models, generated data and original data are merged to solve small and 

uneven dataset issues and improve classification performance. From experimental results, 

the overall F1 score obtained from all datasets with generated data is significantly higher 

than the baseline if the original dataset is used. The improvement of the major categories 

is to gain higher precision, while the minor categories have had their recall greatly 

improved. For a single-generation method, data augmentation by synonym replacement 

produces the highest F1 score of 0.83. The combination of synonym replacement and 

GPT4 yields the best result in average classification performance for a 0.86 F1 score. 

 

1. Introduction 
 

Text mining is the process of analyzing information 

and patterns from unstructured textual data to 

capture key concepts and hidden relationships using 

natural language processing (NLP) techniques. It is 

widely used in several applications, including spam 

detection, sentiment analysis, and document 

categorization. This method has been applied in 

various contexts, including the use of advanced 

algorithms for improved performance [1]. One of the 

most frequently used tasks for text mining is text 

classification. It focuses on categorizing text 

documents or sentences into predefined categories 

based on given content. Text classification is widely 

used in several applications, including spam 

detection, sentiment analysis, topic labeling, and 

document categorization. Text classification 

automates the process of sorting and labeling text, 

which otherwise requires a tedious manual endeavor. 

It can greatly benefit management and policymaking 

by providing insights, gauging trends, and enabling 

proactive measures.Despite many benefits, text 

classification requires an appropriate amount of data 

and some degree of text quality to be effective and 

accurate. Insufficient data in text classification, 

especially multiclass classification, leads to failure to 

learn the relevant features representing the classes as 

underfitting [2]. On the other hand, the model based 

on insufficient data might be overfitting the training 

dataset by learning noise instead of the underlying 

features, resulting in poor performance with unseen 

data [3]. Furthermore, insufficient training data often 

comes with imbalanced data, as one or more classes 

have significantly fewer instances than the other 

classes. For the imbalanced dataset, some classes are 

underrepresented; thus, the classification model 

becomes biased towards the more frequent classes 

and leads to inaccurate categorization [4,5]. Hence, 

applying text classification to the low amount of data 
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and the imbalanced data needs extra solutions to 

accomplish the task effectively.In Thailand, research 

funds and their allocated amount are based on the 

developed national strategy which is employed as the 

country's goal for sustainable national development 

in accordance with the principle of good governance. 

The scale of funding institutes can be at the national, 

regional, provincial level, or university-based 

research project level (funding from 

university/college). The focus funding aspects are 

thus different according to the scale. For the 

university-based research project scale, the number 

of research proposals can be between 40 to 60 topics 

annually. To classify the research proposals into 

categories of the national strategy, proposal owners 

need to select one of the strategies manually. The 

selected categories however are occasionally 

incorrect, and one of the complaints from users is the 

difficulty to appropriately select one as there are 

many categories, and their details are lengthy and 

hard to incomprehensible for other expertise 

fielders.This work aims to develop a text 

classification for the Thai national strategy based on 

the given executive summary in Thai. The core 

challenges are the low number of training datasets 

and imbalanced training data. To solve the issues, 

data augmentation and data synthesis are applied to 

increase the amount of training data. For 

classification, several machine learning techniques 

are used in an ensemble fashion to achieve the 

highest performance. 

2. Background 

There are few research articles focusing on using text 

mining techniques for detecting inappropriate Thai 

text on social networking platforms. In 2018, 

Arreerard and Senivongse (2018)  presented a 

method for detecting and identifying defamatory 

content from Thai texts on social media [6]. They 

applied several machine learning techniques for 

comparison, such as Support Vector Machines 

(SVM) and Naive Bayes. The dataset is a collection 

of about 1,000 posts made on social media, and 446 

defamatory statements among the posts are 

annotated. Their experiment results show that their 

best performance is from SVM with features of word 

n-grams and character n-grams for F1 score of 0.64. 

Hemtanon et al. proposed using text classification for 

online harassment detection in social media 

messages [7]. They annotated 12,000 textual posts 

for binary classification of malicious intent to insult 

and threaten other users. The data were trained using 

the Decision Tree method for classification and 

extracted keywords that represented harassment 

expressions. Based on their findings, the 

classification method demonstrated an average 

performance with an F1 score of 0.78.Another 

common task for Thai text classification is 

sentimental analysis. The sentiment analysis 

classification is to identify the feelings or intention 

of the text poster into a category of positive, 

negative, and neutral feelings. Chumwatana (2015) 

applied text mining to Thai online customer reviews 

SMOTE available on social media and websites for 

sentiment analysis and classification [8]. The 

proposed method was based on the integration of 

Thai word extraction and identifying the word as 

positive or negative using classification. In 2020, 

Tanantong et al. collected 4,608 textual posts from 

several social media platforms, including Facebook, 

Instagram, and Pantip to classify opinions on the 

mobile network operator [9]. The texts were assigned 

negative and positive labels and trained for a 

classification model. Their highest accuracy was an 

87.7$\%$ accuracy score.  Khamphakdee and 

Seresangtakul presented their work on sentiment 

analysis methods using advanced deep learning 

techniques such as CNN, LSTM, and GRU [10]. The 

dataset was 25,398 customer text reviews collected 

from hotel booking platforms. The Word2Vec model 

was applied to build word embedding dimensions, 

while Delta TF‑IDF was exploited to extract features 

from text data to use in the deep learning process. 

FastText and BERT pre-trained models were then 

used to perform the sentiment classification.Lastly, 

there are research studies aimed at identifying Thai 

texts into specific topics. This topic classification can 

be a news category, an academic domain category, 

or any category as needed. Klaithin and 

Haruechaiyasak applied machine-learning 

techniques to identify texts about traffic on Twitter 

[11]. They collected 24,779 text messages and 

preprocessed them by removing duplicate tweets and 

deleting unrelated content. The texts then were 

labeled with topics such as road accidents, traffic 

news, help requests, and feelings about traffic. In 

2018, Wongsap et al. presented their work on the 

classification of clickbait headline news [12]. Their 

dataset consisted of 5,000 headline texts with 

positive and negative labels of clickbait. Frequently 

used classifiers such as Decision Tree, Support 

Vector Machine, and Naive Bayes were applied to 

develop a classification model with term frequency 

and word sequence (n-gram) as features.From the 

reviews, Thai text classification models can be 

developed using traditional machine learning 

techniques and advanced deep learning techniques. 

The criteria are the amount of training data and the 

characteristics of the text. As advanced deep learning 

techniques require a larger training dataset, some 

datasets are not applicable to such techniques. For 
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classifying features, term frequency and word 

sequence are often used to represent textual 

information and show good performance. So far, the 

results of Thai text classification are acceptable, 

especially binary classification. However, the 

existing studies usually had more than a thousand 

instances for the training set, which is sufficient for 

classifiers to learn their distinguishable features. 

None of the studies attempt multi-class classification 

using datasets with the average instances per class 

under 100 training instances. Furthermore, the issue 

of imbalanced Thai text data has not been discussed 

much since their applied datasets were fairly 

distributed and sufficiently compact to represent the 

classes. Thus, this work aims to solve the insufficient 

and imbalanced issue of Thai text classification so 

we can utilize classification on small and imbalanced 

text data. 

3. Development of Classification Models 

This work aims to categorize an executive summary 

of a research project proposal into Thai research 

strategy categories. The summary of the proposal is 

in Thai and processed using basic NLP methods. The 

processed text data with the category label are 

trained into a classification model using multiple 

supervised learning techniques such as Decision 

Tree, Gaussian NB, and Logistic Regression. Then, 

a voting scheme is exploited to make use of the 

decisions made by all models. An overview of the 

system is illustrated in Figure 1. 

 

 
Figure 1. Overview of the processes 

 
From Figure 1, there are four main parts in the 

process of overview data collection to acquire 

strategy-labeled data for training and testing 

datasets, text augmentation and synthesis to solve 

insufficient and imbalanced data issues, 

classification model training based on selected 

techniques and voting methods to collectively use all 

generated models towards prediction of a strategy 

category. 

3.1. Data Collection 

Data in this work are a collection of an executive 

summary in Thai as unstructured text data from 

research project proposals within Buriram Rajabhat 

University between the fiscal years 2022-2024 as a 

university-based research project scale. The data 

were labeled with the strategy category by project 

owners and were approved by the funder committee. 

The total number of the collected data is 251 

documents. The number of national strategy 

categories is 6, as follows: 

 National Security (NS) 

 National Competitiveness Enhancement (CE) 

 Human Capital Development and Strengthening 

(DS) 

 Social Cohesion and Just Society (CJ) 

 Eco-Friendly Development and Growth (ED) 

 Public Sector Rebalancing and Development (RD) 

 

The nation's security, prosperity, and sustainability 

are the focal points of the six distinct categories. Data 

statistics of the original dataset by category label are 

given in Figure 2. 

 

 
Figure 2. Data statistics of the collected text data used in 

this research 

 
From the information, this labeled corpus is 

imbalanced as some categories, such as DS and RD 

have more documents than the rest, especially NS 

which has only 10 documents to represent the 

category. The maximum and minimum number of 

instances are 85 and 10, respectively. Moreover, the 

total number of documents is 251, with an average of 

41.83 instances per category, which is considerably 

low for the task of text classification. 

3.2. Data Augmentation and Synthesis 

In this work, the original dataset incurs two main 

issues: insufficiency and imbalance. Thus, we apply 

two methods, including data augmentation and data 

synthesis, to solve the issues. Data augmentation is a 

method to increase the diversity of a dataset by 

creating modified versions of existing data while 

keeping the core of the data [13]. For classification, 

the method helps to improve the model's ability to 
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generalize by exposing it to a broader variety of data, 

especially for classes with much fewer instances than 

other classes. Differently, data synthesis is to 

generate entirely new text data that does not exist in 

the original dataset based on the characteristics of the 

original data. Both methods are useful to solve the 

insufficiency and imbalance issues, but the created 

data is based on different concepts and may affect the 

outcome of the classification task. Thus, we plan to 

conduct a comparative experiment between the two 

and use the most effective method for the 

classification task. For data augmentation, there are 

many techniques, as follows: 

 synonym replacement: replacing words in the text 

with their synonyms [14]. 

 random swap: swapping the positions of words in 

the text randomly [15]. 

 back translation: using machine translation to 

translate the text into another language and translate 

the translation back into the original language [16]. 

 sentence shuffling: for longer texts or paragraphs 

only, shuffling the sentences into different order 

[17]. 

These techniques, however, require some linguistic 

information or resources to accomplish. For 

example, synonym replacement needs a wordlist 

from a synonym dictionary to replace the words, 

while back translation and sentence shuffling require 

a marking of sentence boundary (such as the use of a 

full-stop symbol in English), and both sentence and 

word boundary for random swap to perform 

correctly. For this work, as the Thai language does 

not have an explicit sentence marker, and the opened 

tool for Thai sentence segmentation is not generally 

accurate, we hence cannot afford the back translation 

and sentence shuffling technique for data 

augmentation. Thus, we solely apply the synonym 

replacement technique for augmenting text data for 

this work. The synonym list in this work is based on 

the electronic version of the Royin Thai Dictionary 

(2011 edition) [18] which is the most referable 

official Thai monolingual dictionary. For the 

replacement scheme, in the context of the research 

proposal, we focus on replacing specific parts of 

speech, including verbs and adjectives, in the text as 

candidates for replacement since nouns in the text 

may hold technical meaning and often are a part of 

compound nouns or coined names. For the number 

of words to be replaced, we set it to 20% of all 

candidate words in a document. The candidate words 

are then randomly replaced with one of the synonym 

terms from the dictionary.For data synthesis, there 

are two famous methods including SegGan, SMOTE 

for text, and Generative Pre-trained Transformer 4 

(GPT-4). SegGan is an enhanced method of GAN 

framework designed for generating sequences for 

text generation. The core technique is to generate 

sequences of text by sampling from a probability 

distribution and distinguish between real and 

synthetic data using advanced learning approaches 

such as RNNs, and LSTMs. Then, SegGan applies 

reinforcement learning to train the generator while 

considering feedback from evaluation of 

distinguishing in the form of rewards to guide the 

generator to produce more realistic sequences. This 

method is capable of generating realistic text data but 

requires high computation and high amount of 

training data for tuning. Thus, it is not suitable for 

our context. SMOTE for text is to convert words in 

text into a numerical representation in a vector 

(Word2Vec) and find its k-nearest neighbors in the 

embedding space to generate synthetic samples by 

interpolating between the embeddings of the sample 

and its neighbors. For example, for each synthetic 

sample, we randomly selected a neighbor from the k-

nearest neighbors. The new word vector was 

calculated as follows: new_vector = original_vector 

+ alpha * (neighbor_vector - original_vector). 

where alpha is a random number between 0 and 

1.For GPT-4, we utilized the OpenAI API with the 

`gpt-4-0613` model. The following prompt structure 

was used to generate synthetic research proposal 

summaries for the [National Security] category: 

“Generate a concise summary (approximately 150-

200 words) of a research proposal that aligns with the 

Thai national strategy category of [National 

Security]. The summary should address the 

following: 1) the research problem, 2) the proposed 

methodology, 3) the expected outcomes, and 4) the 

potential impact on national security. The tone 

should be formal and academic. Generate a new, 

unique summary.”. The API parameters were set as 

follows: temperature=0.7, top_p=0.95, frequency_ 

penalty= 

0.2, presence_penalty=0.2, max_tokens=256. 

In this work, we thus choose to apply 2 techniques 

SMOTE for text and GPT-4 from OpenAI to 

generate synthetic text data to increase the amount of 

the training data. 

3.3. Classifier Models 

Since the training data in this work is small, 

traditional techniques are chosen to develop models 

for classification. In this work, we choose 5 

frequently used supervised learning techniques as 

follows. 

 ID3-Decision tree 
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o Description: a flowchart-like tree structure where 

internal nodes represent decisions based on features, 

branches represent the outcome of these decisions, 

and leaf nodes represent the classes for prediction. 

The main concept of the method is to split the data 

into different sets based on the value of input 

features. 

o Parameter setting: ID3 (Iterative Dichotomiser 3) 

algorithm is chosen. Maximum depth is set to 

unlimited. The minimum sample split is set to 2. The 

function to measure the quality of a split is based on 

information gain using entropy. 

 Gaussian Naive Bayes 

o Description: a probabilistic classifier based on 

Bayes' theorem by assuming the likelihood of the 

word features is normally distributed. The text data 

are calculated and represented using a vector of TF-

IDF scores for words. The classifier learns the 

probability distribution of words given each class 

and makes a prediction of new text data based on the 

learned probabilities. 

o Parameter setting: Multinomial Naive Bayes 

(MNB) approach, TF-IDF calculation to represent 

word features, and training a classifier on the 

vectorized text data to learn the probability 

distribution of words given to each class. 

 Logistic regression 

o Description: A linear model used for binary 

classification tasks that models the probability of a 

binary outcome using a logistic function. Logistic 

regression models the probability that a document 

instance belongs to a class using the sigmoid 

function. Each document is represented in the form 

of a vector of TF-IDF scores of words. 

o Parameter setting: an instance of an executive 

summary is vectorized with TF-IDF scores of words 

in the summary. The approach for classification is 

One-vs-Rest (OvR) as each classifier is trained to 

distinguish between one class and all other classes. 

A threshold for classification is set to 0.5. 

 Support Vector Machine (SVM) 

o Description: a supervised machine learning 

algorithm aims to find the optimal hyperplane that 

maximally separates the data points of different 

classes in a high-dimensional space. 

o Parameter setting: non-linear SVM with sigmoid 

kernel is chosen. C value is set to ‘1.0’. gamma is set 

to scale. 

 Neural network 

o Description: a computational model inspired by the 

way biological neural networks in the human brain 

process information. It consists of interconnected 

layers of nodes, where each node processes input 

data and passes the result to the next layer. 

o Parameter setting: vocab_size = 5000, max_ 

length=100, embedding_dim = 50, batch_size = 16, 

epochs = 10, learning rate = 0.001) 

Each technique has a different focus on classifying. 

Thus, it is possible that the classification result may 

vary based on the characteristics of the method. With 

all classification models, combining the predictions 

of multiple models is used to produce a final 

prediction. Since each model may classify 

documents into different categories, we apply the 

voting mechanics of ensemble learning to find the 

most classified category [19].  

4. Experiments and Results 

In this section, we evaluate the performance of the 

proposed method in two aspects. First, we examine 

the performance of the solutions to insufficient and 

imbalanced data by using the collected dataset. 

Second, the new and unknown documents were 

tested for classification, and the classification results 

were assessed by the project owner to determine 

whether they were correct or not. 

4.1. Performance Evaluation of Data Generation 

This experiment is to evaluate the classification 

using different techniques for solving insufficient 

and imbalanced data. The dataset statistic is as 

shown in Figure 2. The total number of documents is 

251, with an average of 41.83 instances per category, 

while the minimum and maximum number of 

instances are 10 and 85, respectively. There are 3 

techniques of data generation to solve data issues for 

comparison, including synonym replacement (SR) 

for data augmentation, SMOTE for Text (SfT), and 

GPT-4 from OpenAI (GPT) for data synthesis. For 

classification, all classifying techniques mentioned 

in 3.3 are applied with majority voting for ensemble 

learning. 5-fold cross validation is used to split 

training and testing data for model evaluation. The 

metrics used for performance evaluation in this work 

are Precision (P), Recall (R), and F1 score were 

calculated using the following equations: 

𝑃 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑙𝑎𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

 

𝑅 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑙𝑎𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

 

𝐹1 =  2
𝑃 ∙ 𝑅

𝑃 + 𝑅
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The true positives are the number of documents that 

are correctly classified. The false positives are the 

number of documents that are incorrectly predicted 

as a targeted category but actually belong to another 

category. The false negatives are the number of 

documents that are incorrectly predicted as one of the 

other categories but actually belong to the targeted 

category.For setting, the baseline is the original data. 

In terms of data generation in model training process, 

the instances of each category are to be generated to 

100 instances to prevent the imbalanced issue and to 

increase the data number for sufficient training. The 

setting of data generation for this experiment is as 

follows. 

 SR: using only synonym replacement for 

generation. 

 SfT: using only SMOTE for Text for generation. 

 SfT: using only GPT-4 from OpenAI for 

generation. 

 SR-SfT: using synonym replacement and SMOTE 

for Text for generation of a 1:1 ratio of data. 

 SR-GPT: using synonym replacement and GPT-4 

from OpenAI for Text for generation of a 1:1 ratio of 

data. 

 SfT-GPT: using SMOTE for Text and GPT-4 from 

OpenAI for generation of a 1:1 ratio of data. 

 ALL: using SR, SfT, and SfT for generation 

equally. 

For example, the category with 20 instances for 

training data will get the addition of 40 augmented 

data from SR and another 40 synthetic data from 

SMOTE for Text in the SR+SfT method, while the 

category with 50 instances will obtain 25 generated 

data from each. In the case of the remainder from the 

division, the remainder priorities the SR method and 

the GPT method, respectively. Evaluation results of 

precision, recall, and F1 score by comparing 

categories and techniques are given in Table 1. Table 

2 gives the overall performance of data generation 

techniques 

 

Table 1. Evaluation results based on categories and data generation techniques. 

 NS CE DS CJ ED RD 

 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 

Baseline 1.00 0.10 0.18 0.76 0.85 0.81 0.60 1.00 0.75 0.75 0.16 0.26 0.80 0.25 0.38 0.56 0.98 0.71 

SR 0.83 0.56 0.67 0.79 0.89 0.84 0.81 0.93 0.87 0.69 0.73 0.71 0.71 0.77 0.74 0.76 0.93 0.84 

SfT 0.67 0.50 0.57 0.82 0.86 0.84 0.77 0.91 0.84 0.67 0.67 0.67 0.67 0.62 0.64 0.75 0.93 0.83 

GPT 0.71 0.63 0.67 0.84 0.84 0.84 0.78 0.91 0.84 0.64 0.60 0.62 0.75 0.64 0.69 0.74 0.95 0.83 

SR-SfT 0.86 0.67 0.75 0.80 0.91 0.85 0.82 0.96 0.88 0.80 0.71 0.75 0.77 0.71 0.74 0.78 0.97 0.87 

SR-GPT 0.86 0.67 0.75 0.82 0.86 0.84 0.82 0.97 0.89 0.86 0.67 0.75 0.85 0.73 0.79 0.81 0.98 0.89 

Sft-GPT 1.00 0.60 0.75 0.89 0.79 0.84 0.80 0.93 0.86 0.75 0.75 0.75 0.71 0.77 0.74 0.76 0.97 0.85 

ALL 0.88 0.78 0.82 0.86 0.84 0.85 0.80 0.96 0.87 0.80 0.71 0.75 0.85 0.73 0.79 0.80 0.98 0.88 

 

Table 1 presents the detailed evaluation results for 

each national strategy category using different data 

generation techniques. The table shows the 

Precision, Recall, and F1-score for each category and 

each technique, allowing for a granular comparison 

of performance. Precision measures the proportion 

of correctly classified instances among those 

predicted to belong to a given category. Recall 

measures the proportion of actual instances of a 

category that are correctly identified. The F1-score is 

the harmonic mean of Precision and Recall, 

providing a balanced measure of overall 

performance.The results from Table 1 indicate that 

imbalanced data play a crucial role in classification 

performance, as shown in the evaluation results of 

the baseline, as categories with a larger number of 

documents, including CE, DS, and RD, obtain a high 

recall and F1 score over 0.7, while categories with a 

low number of documents, such as NS, CJ, and ED, 

suffer from a low recall and F1 score. These show 

that the model is biased towards the categories with 

more data and does not see enough examples of the 

minor categories to learn their distinguishing 

features. With data generation techniques, 
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classification performance is noticeably improved 

for all applied metrics. F1 scores from minor 

categories are all increased by over 0.40, especially 

for the NS category, where their recall and F1 scores 

improve from 0.10 and 0.18 to 0.56 and 0.67 with 

synonym replacement for data augmentation and to 

0.63 and 0.67 from data synthesizing by GPT4. 

Furthermore, the combination of data generation 

methods, including synonym replacement and GPT-

4, and combining all methods display potential for 

improving overall classification performance 

compared to using a single method, as the major 

categories gain higher precision and the minor 

categories improve their recall.

Table 2. Average results of classification based on data generation techniques. 

 Micro Average Macro Average 

 P R F1 P R F1 

Baseline 0.63 0.75 0.68 0.75 0.56 0.64 

SR 0.78 0.88 0.83 0.77 0.80 0.78 

SfT 0.76 0.85 0.80 0.72 0.75 0.74 

GPT 0.77 0.85 0.81 0.74 0.76 0.75 

SR-SfT 0.80 0.90 0.85 0.80 0.82 0.81 

SR-GPT 0.82 0.90 0.86 0.83 0.81 0.82 

Sft-GPT 0.80 0.87 0.83 0.82 0.80 0.81 

ALL 0.82 0.90 0.86 0.83 0.83 0.83 

 

From Table 2, the micro average and macro average 

are calculated to display different aspects. Micro 

averaging calculates metrics globally by counting 

the total true positives, false negatives, and false 

positives across all categories as it considers each 

instance equally and calculates the metric over the 

aggregated counts. On the other hand, macro-

averaging considers the metrics for each category 

independently and then calculates the average of 

them. The micro-average scores show that the best 

data generation solutions are both the combination of 

synonym replacement and GPT-4 and combining all 

methods for 0.82, 0.90, and 0.86 for precision, recall, 

and F1 score. In terms of macro-averaging, using the 

combination of all methods yields the highest F1 

score of 0.83, and using both synonym replacement 

and GPT-4 comes in second with a 0.82 F1 score.To 

assess the statistical significance of the observed 

improvements, we performed a paired t-test 

comparing the F1-scores of the model with and 

without data augmentation across the 5 folds of 

cross-validation. The results showed a statistically 

significant improvement in F1-score with data 

augmentation (t(4) = 3.25, p = 0.031). The 95% 

confidence interval for the difference in F1-score 

was [0.02, 0.10], suggesting that the true 

improvement in F1-score is likely to be between 2 

and 10 percentage points. The Cohen's d effect size 

was 1.45, indicating a large effect. These results 

provide strong evidence that data augmentation 

significantly improves the performance of the Thai 

text classification model. 

4.2. Practical Results 

In this part, we evaluate the use of the proposed 

method for classifying abstracts of the new projects. 

To achieve a reliable classification model, we trained 

all the collected data with the data generation using 

all methods as it gives the best classification result. 

The input is a Thai text which is a summary of a 

research proposal, and the model is tasked to classify 

the input into the 6 national strategy categories. In 

this experiment, there are 47 text instances for input, 

and the classification results are assessed by a 

research project owner. The assessment result can be 

one of the three options including 'Agree', 'Maybe', 

and 'Disagree'. The first and last options are as their 

literal meaning and will be given in case the 

classification result matches or does not match the 

category that a research project owner plans to 

assign, respectively. The 'Maybe' option will be 

given in the case of a research project owner who 

does not think of the category, but the assigned 



Chartwut Thanajiranthorn, Warawut Chosungnoen, Thippawan Saenkham, Nuttapol Saenkham / IJCESEN 11-3(2025)4555-4564 

 

4562 

 

category is also sensible. The assessment result is 

given in Table 3.

Table 3. Assessment of classification results by category 

 NS CE DS CJ ED RD % 

Agree 2 9 13 5 4 9 89.4 

Maybe 0 1 2 0 0 0 6.38 

Disagree 0 0 1 0 0 1 4.26 

 

The results in Table 3 show that 89.4% of the 

classification matches the thoughts of the research 

project owner. There are three cases of unsure 

classifying results and two cases of disagreeing. The 

two ‘disagree’ cases are from the major categories, 

which are DS and RD, while the three 'maybe'’ cases 

are from CE and DS. Upon analysis, we found that 

the terms, especially technical terms, in the text are 

mostly unknown for disagreeing cases; thus, the 

classification is voted to the categories containing 

the most similar untechnical terms instead. For the 

three unsure cases, project owners agree that the 

contents possibly belong to either group. Hence, this 

can give them options to choose the category for 

funding, which opens them to more alternatives in 

strategizing funding for the projects. 

4.3. Discussion 

This paper aims to solve the issue of imbalanced and 

insufficient data in Thai text classification. We apply 

data generation, including data augmentation and 

data synthesis, to improve data quantity and leverage 

the number of data instances per category. The 

generated data is then trained for a classification 

model in an ensemble fashion by combining the 

classification results of multiple models from 

different techniques to produce a final 

classification.The experiment results of classifying a 

small and imbalanced dataset of 251 documents with 

six categories indicate that using data generation 

improves the classification performance 

significantly in terms of precision, recall, and F1 

score. For the single method, data augmentation by 

synonym replacement produces the highest F1 score 

of 0.83, which improves to a 0.15 score from the 

baseline. The combination of data generation 

methods, especially the combination of synonym 

replacement and GPT-4, slightly improves the 

performance of a single method for another 0.03 F1 

score. This signifies that data generation is 

applicable to the task of multi-class Thai text 

classification with a small and imbalanced dataset 

and can solve the imbalanced data issue effectively. 

In terms of classification, the experiment results 

show that the model can appropriately classify 

unknown documents into the national strategy 

category by about 95%, while the remaining issue 

for incorrect classification results is the unknown 

technical terms that do not exist in the training 

data.The limitations of the proposed methods are 

mainly the linguistic resources for handling data 

generation. As Thai is a complex language with 

fewer public linguistic resources, it is difficult to 

apply all possible data generation techniques that 

require additional natural language processing tools 

and resources, such as a Thai sentence segmentation 

tool to accurately identify sentence and clause 

boundaries, a free-access annotated corpus for model 

tuning, and a lexical dictionary for word 

replacement. Thus, for data generation, this work is 

limited to synonym replacement for data 

augmentation and SMOTE for Text, and using GPT-

4 from OpenAI for generating synthetic text data. 

Without open and reliable resources, the quality of 

the generated data will not be acceptable and may 

not uphold the expected performance in a 

classification task. Additionally, the small and 

imbalanced dataset is difficult to apply to the latest 

classification techniques, such as deep learning [20], 

convolutional neural network [21], BERT [22] since 

they require large amounts of data for training. By 

generating a large amount of data for the use of the 

latest techniques, the training data will be 

overwhelmed by synthetic data instead of the 

original data, which may lead to false classification 

and inappropriate use of AI. Hence, the issue of a 

proper number of synthesized data points used in 

text classification should be considered and is 

important to study further. 

5. Conclusion 

In this paper, we propose the use of data generation 

to solve the issue of text classification on a small and 

imbalanced dataset. We apply and compare the 
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applicable methods for Thai-based text, which are a 

synonym replacement method for data augmentation 

using a Thai synonym dictionary and a method for 

generating synthetic text data, including SMOTE for 

text, using GPT-4 from OpenAI. From the 

experiment results of classifying a small and 

imbalanced dataset of 251 documents, we found that 

the dataset with generated data noticeably improves 

the performance of classifying a Thai text in terms 

of precision, recall, and F1 score compared to the 

baseline. From the performance evaluation results, 

the overall F1 score increased as the major 

categories gained higher precision, and the minor 

categories had their recall greatly improved. For the 

single method, data augmentation by synonym 

replacement produces the highest F1 score of 0.83, 

which improves to a 0.15 score from the baseline. 

The combination of data generation methods, 

especially the combination of synonym replacement 

and GPT-4, slightly improves the performance of a 

single method for another 0.03 F1 score. 
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