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Abstract:  
 

The raw data obtained from the logs may be noisy, incomplete, and inconsistent that’s 

why data pre-processing is an essential step in data mining. The quality of data plays a 

vital role during the evaluation process. The results of the evaluation process primarily 

depend upon the quality of the data input. So, data pre-processing is the primary and 

most crucial step before knowledge discovery. This paper is based on two main steps- 

data pre-processing techniques and results after applied data pre-processing on mutual 

funds’ data. Data pre-processing transforms the raw data into a structured, 

understandable format. Moreover, data pre-processing performs not only the 

transformation of data but also makes it understandable according to need. It is mainly 

divided into four steps, i.e., data integration, data cleaning, data transformation, and 

data reduction. This paper takes the fifteen-year NAV data of twenty mutual funds for 

analysis propose. This paper explains several techniques of data pre-processing to 

transform the raw data into an understandable format. 

 

1. Introduction 
 

In today’s world, the financial market consists of 

many securities like debentures, equities, bonds, 

IPOs, etc. for an individual to invest their money. 

An individual can invest his money in these 

securities directly or indirectly through mutual 

funds. Today, mutual funds are the most dynamic 

sector in the Indian financial market. This sector 

has grown many folds in the last few years, mainly 

due to the increasing complexity of modern 

investment. Mutual funds ease the work of any 

investor by providing him with professional 

expertise. Many techniques are applied to the 

mutual funds’ data to predict the future outcome of 

any investment by the experts. The mutual fund 

provides an area in which a large volume of data is 

created and stored daily. Now, the researcher has to 

apply the prediction algorithm to this large volume 

of data to find out the profit of the investment. A 

frequent challenge in using these algorithms in this 

dataset isthe large size and the demand to get the 

results as fast as possible. The performance of any 

algorithm depends upon the quality of the data. In 

most of the real-world data, not all points in the 

dataset are equally important. Sometimes, the real-

world data may be incomplete, uncertain, or 

contaminated by noise. With this incomplete or 

noisy data, this is not possible to get the correct 

results in a limited duration. So, the data mining 

techniques can be applied to the large volume of 

raw data of mutual funds to get an efficient and 

unified view of a large dataset.  Data mining is 

applied to the dataset to discover the hidden and 

principal patterns from the raw data [1]. Data 

mining is the process of detecting anomalies, 

trends, and correlations within a large dataset to 

predict the final results. By using the different data 

mining techniques, anyone can increase benefits, 

predict results, build an artificial intelligence 

model, etc.  Before applying the data mining 

techniques, data pre-processing plays a significant 

role in the entire process as it can ensure the quality 

of the data. Data pre-processing is a very essential 

and primary step in the whole process of data 

mining which is used to convert the raw data into a 

useful and efficient format. In data pre-processing, 

several measures have been followed to create an 
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understandable and efficient form of raw data. Data 

pre-processing includes the removal of noisy data, 

filling in missing values, normalizing the data, and 

many more. Data pre-processing includes data 

reduction techniques that reduce the complexity of 

the data, detecting or removing irrelevant or noisy 

elements from the data.Mutual fundshave a large 

volume of data related to each fund with several 

anomalies. So, the primary goal of this paper is to 

remove those anomalies from the raw data and 

make an efficient and understandable useful 

dataset. This paper is going to preprocess the 

mutual fund data by following every step of data 

pre-processing to make the data efficient for further 

research.   
The main structure of this article is: section 1 

introduces the need for data pre-processing on the 

raw data. Then section 2 talks about the collection 

of data from different sources.  After this, section 3 

explores and applies the various steps of the data 

pre-processing technique on the given dataset of 

mutual funds. Finally, section 4 states the research 

conclusion and proposed suggestions.  

2.  Data Collection 

 
The initial step in the data mining process is the 

collection of data for analysis from different 

sources. Data collection is also an important step in 

the research work. Data collection is the procedure 

of collecting, measuring, and analyzing a large 

volume of data for research proposed using 

standard validated techniques.  The approach for 

data collection is different for the different topics of 

research, depending upon the information needed. 

There is a fundamental difference between all 

techniques because of the different qualities of 

every technique.In this phase, it is to make sure that 

the collected data is of high quality and collected 

with a reliable technique because it will directly 

affect the quality of predicted results or patterns 

explored.  

 

Figure 1. Types of Data Collection 

Some of the data collection techniques are shown in 

Fig. 1. 

 Interview Method: This method works best in 

the job analysis sector. This is a good method 

to collect information about any job or office 

by interviewing their workers because they are 

the one who knows their work culture 

effectively. For any job analysis task, 

interviewing the candidates, especially 

questionnaires, is the best method to collect the 

data. This method has some problems like the 

ambiguity of language, difficulty in translating 

scientific terms, etc. 

 Observation Methods:The observation method 

is used to check the reality of people in 

publicspaces by observing them. In this 

method, the observer checks the behavior and 

interaction of people in a public open space. 

This method is mainly used to avoid the sort of 

errors that can occur during interview methods. 

This method results in obtaining more objective 

data. This method is not dependent only onthe 

workers who are observed, but also on the 

observer who observes the whole scenario. This 

method has its problems like observer biasing 

nature, some infrequent events, etc.  

 Analysis of Company Data: In this method, the 

company data is analyzed and collected for 

research work. In this, a lot of data is required 

for analysislike workplace culture, workplace 

descriptions, job requirements, etc. This 

method collects data about every minor detail 

of the job by analyzing the company data. This 

method has its problems like no interaction 

withworkers, missing physical activities, etc. 

 Analysis of Documents:In this method, every 

document is analyzed to collect the data. This 

method reviews all the documents like file 

information, filled forms by workers, resumes 

of every aspirant, etc. This method collects 

every minor detail by checking the different 

documents related to that topic. After analyzing 

all the documents related to that research, data 

is collected on that topic of research.  

 Surveys:The survey is another method to 

collect information about any topic. Surveys 

can be conducted in either online or offline 

mode. In this method, aset of questionnaires is 

designed and given to the customer to take 

feedback from them.  With this method, data 

collection is very easy, cheap, and effective. 

Surveys can be considered either inbound 

communication mode or outbound 

communication mode. Surveys are generally 

considered to be a data collection and analysis 

source.  
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Now in this research, different mutual funds’ data is 

collected to carry out the research analysis. The 

researcher combines two or three data collection 

techniques to efficiently analyze the data of mutual 

funds. Firstly, the researcher listed down the top-

performing mutual funds to effectively analyze the 

data. Then to list down the top ten performing 

mutual funds; moneycontrol [2], and 

valueresearchonline[3] links are thoroughly 

analyzed. After this analysis, a list of the top ten 

growth and top ten dividend mutual funds 

isanalyzed [closed in Appendix].The next step is to 

download the historical data of these above-

mentioned mutual funds. In this analysis, the Net 

Asset Value (NAV) of each mutual fund is an 

essential factor. To carry out the research more 

efficiently, the last 15 years' NAV of each mutual 

fund is collected. So, the NAV of each mutual fund 

is downloaded from the link of the AMFI 

(Association of MutualFunds of India). 

2.1. Data Pre-Processing  

 

The raw data collected in the last stage is highly 

susceptible to noise, missing values, and 

inconsistencies. The quality of the raw data affects 

the predicted results or data mining patterns 

evaluated.The raw data is pre-processed by 

following several steps of data pre-processing to 

improve the quality of data and consequently, the 

mining results. That can lead to ease of the other 

analysis process and improve the efficiency of the 

analysis.  
Data pre-processing is a significant and critical step 

in the data mining process that transforms and 

prepares the initial raw data into an understandable 

format for further processing. The main aim of the 

data pre-processing is to clean the raw data for 

better quality. Data pre-processing is a collection of 

activities that are followed to make data more 

suitable for analysis. Data pre-processing is mainly 

divided into four steps, i.e.  
 Data Integration 
 Data Cleaning 
 Data Transformation 
 Data Reduction 

During the data pre-processing process, raw data 

has to go through all these four steps to transform it 

into usable and efficient training data for analysis. 

A model in Fig shows the steps of data pre-

processing in Fig 2.  

 

 
 

Figure 2. Steps of Data Pre-Processing 
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2.2. Data Integration 

 
In data pre-processing, the primary step is to 

integrate the whole raw data into a single dataset 

that is clean, understandable, and consistent. This 

whole process is named data integration. Data 

integration is the practice of consolidating data 

from multiple source systems into a single unified 

set of information for both analytical and 

operational uses [4]. To get a better understanding 

of data integration, there are five different types to 

integrate the dataas shown in Fig. 3. 
 

Figure 3. Types of Data Integration 

 

The primary objective of this step is to get clean 

and redundant data from the raw dataset. This 

redundant data should fulfill the information needs 

of different end-users in an organization. 

 Manual Data Integration: This technique is 

usedby small-scale companies to avoid the 

excess cost. In this, the data analyst himself 

collects the data, cleans it, and integrates it with 

custom code. This process has its benefits with 

less cost and freedom to do anything with the 

handwrittencode. This process quickly becomes 

untenable for complex and large datasets due to 

its manual process. There is a lot of space for 

error due to the custom coding system.  

 Application-Based Integration: This approach 

is perfectly software-based integration. In this 

process, software is required to do all the work. 

A software application is used to extract 

information from different sources, clean it, and 

integrate it according to the user'sneeds. In this, 

the compatibility of different data sources is 

also done by software. Due to this compatibility 

transformation, it is easy to move the data from 

one source to another. This process is common 

in enterprises because of their hybrid cloud 

environments. This process compatibles the 

data and workflows between these 

environments.  

 Middleware Data Integration: This approach 

acts as the middle layer between old and new 

integrated systems. This middleware approach 

is used when the user wants to integrate data 

from a legacy system into a modern system. At 

the time of integration, this middleware layer 

acts as an interpreter between two systems. 

This approach is ideal for businesses that want 

to integrate from a legacy system to an 

advanced system. But this only actsas a 

communication tool with limited functionality. 

 Uniform Access Integration: This approach is 

optimal for businesses that wantto collect data 

from more discrepant sources. In this, the data 

is only shown in a unified view to the user. The 

location of the data is not changed because the 

consolidated view of the data is not stored in a 

separate place. In this process, less storage 

space is required with easier access to the data. 

The main drawback of this process is the 

compromise of data integrity.  

 Common Storage Integration: Common storage 

integration is the most promising and 

sophisticated integration approach. In this, the 

consolidated and unified view of the whole data 

is stored in different spaces for better access. 

This approach needs more storage space, with 

more management costs. However, this allows 

the analyst to handle more complex queries. 

The most well-known example of this approach 

is data warehousing. 

Now in this research work, the data is related to 20 

mutual funds of different companies [listed in 

Appendix]. The most promising and useful 

approach of data integration i.e., common storage 

integration, approach is used for this research 

analysis.  The Net Asset Value (NAV) of each 

mutual fund is collected and stored in a file for 

further processing. Each mutual fund’s data is 

stored in different files. So, the next step is to 

integrate these files to form a single unified file. 

From the link as mentioned above, i.e. AMFI3 one 

can download the NAV data of any mutual fund for 

three months only at a time [5]. To carry out the 

research more efficiently, and effectively, the 15 

years of data of one mutual fund is downloaded and 

collected from this link. This whole data of 

different mutual funds is in the form of a collection 

of 60 files as each file contains the three-month 

NAV data of each mutual fund. Now, the first step 

is to append all these files into one single file so 

that the single file contains the whole 15 years of 

NAV data of one mutual fund. After this append 

operation, one single file contains 15 years of 

historical data of one mutual fund. Now in this 
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research analysis, there are 20 files of each mutual 

fund in which the historical NAV data of each 

mutual fund is collected and stored. After this, the 

next step is to join these all files into one unified 

file view so that the research analysis can take place 

in an efficient and organized way. All the functions 

of join and append are done in Python. 

 
2.3. Data Cleaning 

 

In data pre-processing, the next step is to clean the 

integrated data by removing all outliers, filling 

missing values, etc. Data cleaning is the core step 

of any analysis process because the research data 

directly affects the result of the analysis part. Data 

cleaning is the process of preparing the integrated 

data for analysis by removing the noisy data, filling 

the missing values, or modifying the inconsistent 

data [6]. This process is not only about removing 

the noisy data or making space for new data but 

also finding a way to maximize the accuracy of the 

dataset without deleting the information. Most 

importantly, the ultimate goal of the data cleaning 

step is to generate a standardized and uniform 

dataset so that data analytics tools can easily access 

and discover the right path for each query.  In this 

research analysis, we have two large data sets in 

which the historical data of mutual funds are stored. 

One data set contains the data of all growth option 

mutual funds, and the other data set contains the 

data of dividend option mutual funds. Now, in these 

two data sets, there may be some errors like 

existing noisy data, having missing values, etc. So, 

the data cleaning process is an essential step before 

going to the next analysis process[7]. In data 

cleaning, there are mainly three steps that should be 

followed, as shown in Fig. 4. 
 

Figure 4. Types of Data Cleaning 

 

 Noisy Data: Noisy data is a random error also 

called a variance in the integrated data. The raw 

data is meaningless and cannot be interpreted 

or understood by the data analytics tools 

efficiently. The noisy data need extra space for 

storage and can adversely affect the result of 

the data analysis [8]. This data may be 

prompted by various reasons like faulty data 

collection, limited buffer size, data transfer 

errors, data entry problems, etc. Mainly three 

procedures are followed to handle this type of 

data: 
 Binning: In the binning method, sorted 

values of any data are divided into several 

segments to smooth it. During the binning 

process, all the segments are treated 

independently. All segments are smoothed 

locally by checking their mean value or 

median value. In smoothing by bin mean, 

all values are changed to the mean value of 

that segment. In smoothing by bin median, 

all values are changed to the median value 

of that segment. In smoothing by bin 

boundaries, maximum and minimum 

boundary values are searched and then all 

values are changed to the closest boundary 

value of that segment.   

 Regression: In this, data can be smoothed 

by fitting it to a regression function. The 

regression function is of two types: linear 

regression function and multiple regression 

function. In the linear regression function, 

the best line is searched that can fit two 

attributes. So that one attribute can be used 

at the time of prediction. In multiple 

regression functions, data tries to fit in 

multidimensional space with more than two 

attributes involved.    

 Clustering: In the clustering process, 

several different clusters are formed with 

data that have similar features. Every 

cluster has different data according to its 

features. The values that are not in any 

cluster or fall outside all the clusters are 

called outliers.     

 Inconsistent Data: Inconsistent data is the 

dataset that contains variation between different 

data items with the same name [9]. This 

problem is typically referred to as the content 

of the database, not the design and structure of 

the database.Sometimes the data is inputted 

from different sources for the same concept, 

and that data leads to inconsistencies in the 

database. Some methods can be used to handle 

this type of data, i.e., aggregate the information, 

enhance the mining process, and improve data 

quality. 

 Missing Data: in the real world, every dataset 

has some instances where a particular data item 

is missing its value because of various reasons 
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such as incomplete extraction, the event did not 

happen, failure to load information, corrupt 

data, etc. due to the presence of missing values, 

there are many problems occurred during 

analysis like efficiency loss, the complication 

in analyzing the data, incomplete or incorrect 

results, etc. So, the foremost challenge for any 

analyst or researcher is to handle the missing 

value. Missing values are often encoded as 

NaNs, blanks, and any placeholders [10]. Now, 

the missing data can be handled in various 

ways, i.e.  
 Ignore the missing value: In this method, 

the entire tuple related to that missing value 

is ignored or deleted. In this way, the 

impact of that missing value is negligible 

on the whole data.  

 Fill manually: By following this approach, 

all the missing values are handled manually 

by checking their history. All missing 

values are filled in by checking their all 

details manually.  

 Use a global constant to fill: In this 

approach, the missing value of any data is 

filled with a global constant. A global 

constant is taken according to the research 

topic and the missing value is filled with 

that global constant.  

 Use the most probable value to fill: In this 

approach, a most probable value is 

searched within the whole data and that 

value is used to fill all the missing values.    

 Use a mean, median, or interpolate method 

to fill: This is a very popular and effective 

approach to fill the missing value in any 

data. In this approach, the missing value is 

filled with the mean value or median 

value. The interpolation method can also be 

used to fill the missing value. Interpolation 

is a mathematical method that modifies a 

function according to the given data and 

uses this function to extrapolate the missing 

data.  

 Use data mining algorithm to fill: In this 

approach, data mining algorithms are used 

to fill the missing values. To predict the 

missing value, various data mining 

algorithms can be used like k-mean, 

Bayesian, etc. With the help of these 

algorithms, the missing value is predicted 

and filled at a specific position.   

Now in this research analysis, NAV data is missing 

regarding some dates of some mutual funds in the 

dataset. While joining all the mutual funds’ data, 

there are missing values in the data set for some 

mutual funds. In the financial market, the value of 

any mutual fund for each day is a very crucial 

factor. Before the research analysis, these missing 

values should be handled efficiently. In any 

research analysis, no one cannot merely ignore 

missing values in the data set. The missing data 

must be handled in some significant way for the 

practical reason that most algorithms do not accept 

missing values. As mentioned above, there are 

many methods like mean, median, mode, linear 

regression, interpolation, etc. to handle the missing 

values. In this research work,the interpolate method 

is used to handle the missing values. Interpolation 

is a mathematical method that modifies a function 

to the given data and uses this function to 

extrapolate the missing data. There are various 

ways in which interpolation is done. The most used 

method of interpolation is linear interpolation 

which creates a mean value between the values 

before and the value after the missing one.After 

applying the interpolation method to the dataset, the 

missing value is filled by the average of its previous 

and next-day values. After this cleaning process, 

two data sets of the growth option and dividend 

option are free from any type of error. 

 
2.4. Data Transformation 

 

In the data pre-processing process, the next step is 

data transformation. In the data transformation step, 

the integrated data is consolidated or transformed 

into a specific format that is understandable by the 

data mining algorithm easily [11]. In this process, 

the data is transformed from one format to another 

format so that the result of any analysis may be 

more efficient and faster. The basic need for data 

transformation is to convert the unstructured data 

into homogeneous and structured data. Due to this 

homogeneous and structured data, it is easy to 

access the data efficiently and perform any analysis 

quickly.  The data transformation process has the 

following strategies which are shown in Fig 5: 
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Figure 5. Types of Data Transformation 

 

 Smoothing: This process is to remove the noise 

from the integrated data by using some specific 

algorithms. Noise is present in the form of 

meaningless, corrupted, or distorted data. The 

main idea to use the smoothing process is to 

highlight the unique features of the dataset. 

This highlighting process makes the prediction 

or analysis process easy. It saves much time for 

analysts or researchers by highlighting notable 

trends or patterns. The following techniques 

can be followed to accomplish the smoothing 

task, i.e. binning, clustering, and regression. 

 Aggregation: Data aggregation is the process of 

presenting data in a summarised form. This 

process is an essential step in data pre-

processing because the accuracy of the data 

depends on the quantity and quality of the 

collected data.The data is collected from 

different sources for analysis, so it is imperative 

to aggregate the data carefully. To get efficient 

and proper results, the collected data should be 

of high quality and large quantity. The 

aggregation of data is essential in every aspect 

like the daily sale data must be aggregated to 

compute the monthly or annual amount.  

 Attribute construction: In this process, a new 

set of attributes is formed from the given set of 

attributes. This process is used to simplify the 

given dataset and make the analysis process 

faster. This process helps in the reconstruction 

of a new dataset with few new attributes easily 

and quickly.  

 Generalization: In this process, the low-level or 

primitive data is replaced by high-level data by 

following the concept hierarchy. The 

generalization process is useful to get a clearer 

or more concise picture of any dataset. The 

categorical or lower-level concepts like street 

name, and colony name can be generalized to 

higher-level concepts like a town, country, etc. 

The data generalization can be divided into two 

approaches:  
 Attribute-Oriented Induction 

Approach:  This method is specially used to 

generalize or summarize the data on a 

character basis. This induction approach is 

a relational database query-oriented 

process. It is an online data analysis 

technique. In this technique, the 

generalization is performed based on 

attribute values within the relevant dataset. 

Later on, some tuples are merged and some 

are aggregatedto perform summarization. 

This induction technique is implemented by 

two methods: A) Attribute Removal and B) 

Attribute Generalization. 
 Data Cube Process: This approach is also 

known as the online analytical processing 

(OLAP) approach. This approach can be 

considered a data warehouse-based 

precomputation-oriented materialized view 

approach because the precomputed data is 

stored in different data cubes in a data 

warehouse. These materialized views of 

different cubes are mainlyused for different 

business skills like knowledge discovery, 

decision support, etc. This data cube 

process is done using twomain operations: 

drill down and roll up operations. These 

operations involve different types of 

functions like count, sum, aggregation, 

mean, median, etc.   

 Normalization: Data normalization is the 

process in which the integrated data is scaled 

into a specific smaller range [12]. It is used to 

scale all the attributes into the same range of 

values to minimize the bias at the time of 

analysis from one attribute to another. This 
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process helps in applying the data mining 

algorithm easier and faster. The data 

normalization process is especially useful in 

data modeling techniques in which most 

attributes are on different scales. In this 

process, data should be converted into a smaller 

range like -1.0 to 1.0 or 0.0 to 1.0. Various 

methods [13] usedforthe normalization process 

are:  
 Min-Max Normalization: In this technique, 

all the dataset’s attributes are scaled to a 

new range of values, i.e. [0,1] or [-1,1]. 

Most importantly, the Min-Max 

normalization technique preserves the 

original relationship between the values of 

the dataset. This technique uses the 

maximum and minimum values of the 

dataset to normalize the original values to a 

predefined range of values. It normalizes 

the value xof any attribute to in the 

predefined range by computing the 

following formula: 

 

�̂� = 𝑙𝑜𝑤 +
(𝑥−min 𝑋)

(max 𝑋−min 𝑋)
∗ (ℎ𝑖𝑔ℎ − 𝑙𝑜𝑤) 

  (1) 

 

Where x is the original value of the attribute; 

low is the minimum value of the predefined 

range; high is the maximum value of the 

predefined range; minX is the minimum value 

of the attribute and maxX is the maximum 

value of the attribute.   

 Decimal Scaling:  This method normalizes 

the value of the attribute by moving the 

position of the decimal point in the value. 

The movement of the decimal point in the 

attributedepends upon the absolute 

maximum value of that attribute. In this 

way, the value x of any attribute is 

normalized to𝑥by using the following 

formula: 

𝑥 ̂=
𝑥

10𝑑   (2) 

Where d is the smallest integer such that max 

(|𝑥|)<1 

This method also depends upon the minimum 

and maximum values of the attributes. The 

process of normalization is somewhat similar 

to the process of min-max normalization. This 

normalization procedure is not suitable for 

time series data.  

 Median Normalization: This method 

normalizes the value of any attribute by 

calculating the median of all the values of 

that attribute. This normalization method is 

used when there is a need to get the ratio of 

two hybridized attributes. This method is 

also used to perform the distribution 

process. By calculating the median of any 

attribute, the value x of any attribute is 

changed to𝑥by using the below formula: 

�̂�   = 
𝑥

 𝑚𝑒𝑑𝑖𝑎𝑛(𝑥)
    (3) 

 Z- Score Normalization: This normalization 

method is the most effective method for the 

stationary environment because the 

maximum and minimum value of an 

attribute is not needed in this method. This 

method normalizes the data with the help of 

the mean and standard deviation of the 

attribute. In this method, the mean and 

standard deviation of each attribute are 

computed and then the value x of any 

attribute is changed to𝑥by using the below 

formula: 

 

�̂�   =
𝑥−𝜇(𝑥)

𝜕(𝑥)
   (4) 

 

Where µ(x) is the mean value and 𝜕(𝑥) is the 

standard deviation of the attribute X respectively.  

This method is very effective and 

balancedbecause it reduces the effect of outliers 

that dominate the min-max normalization results.   

 Sigmoid Normalization: The biggest 

advantage of this normalization method is 

that it does not depend upon the 

distribution of data as sometimes 

distribution is not known at the time of 

training. This is the simplest method to 

calculate the normalized value of any 

attribute. In this, the exponential power of 

the value is used to compute the normalized 

value. The value x of any attribute is 

changed to𝑥by the following formula: 

          �̂�   =
1

1+𝑒𝑥
    (5) 

 Median and Median Absolute Deviation 

(MAD) Normalization: In this method, 

median and MAD values are used to 

normalize the value of any attribute. 

Median Absolute Deviation (MAD) is the 

measure of statistical dispersion. The 

median and MAD of all attributes are 

computed first to normalize the data. These 

two values are the robust measure 

of the variability of all the attributes of 
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quantitative data. The value x of any 

attribute is changed to 𝑥 by the following 

formula: 

�̂�   = 
𝑥−𝑚𝑒𝑑𝑖𝑎𝑛(𝑥)

 𝑀𝐴𝐷
   (6) 

MAD=median((abs({𝑥𝑘}-median(x)))        

 (7) 

Now in this research analysis, the NAV data of all 

mutual funds are on widely different scales. Their 

range of input data is very different from one 

another. It is challenging to analyze the data with 

these different scales. So, the data normalization is 

done on the dataset. From all of the above-

mentioned normalization techniques, the Z-Score 

Normalisation technique is applied to this dataset. 

In this technique, all the dataset’s attributes are 

scaled to a new range of values by using the values 

of the mean and standard deviation of that attribute. 

The mean and standard deviation value of all the 

attributes is computed and then normalize the data 

by using them. In this research work, the mean and 

standard deviation value of each mutual fund’s 

NAV value is computed differently and then the 

NAV value of each mutual fund is normalized by 

using these values.  

 
2.5. Data Reduction 

 

Data reduction is the process of reducing the 

dataset from a large one to a smaller form without 

any information loss. Complex and large datasets 

are challenging to handle and analyze. There are 

many of data related to any research work on the 

internet. A Dataware house can store a terabyte of 

information related to the work. So, it may take 

much time to perform data mining and analysis 

tasks on such a massive amount of data. The data 

reduction process is done on the dataset to reduce 

the computation time [14]. The data reduction 

process reduces the size of the dataset without 

compromising the integrity of the data and yet 

producing accurate results of the analysis. There are 

many procedures to reduce the volume of the 

dataset efficiently with a promise of useful 

knowledge. Some data reduction methods are 

shown in Fig. 6. 
 

 
Figure 6. Types of Data Reduction 

 Data Cube Aggregation: A data cube is the 

representation of the dataset in a more 

straightforward form by constructing a cube. 

The aggregation operation is used to form a 

data cube. By using the aggregation operator, 

the data cube is formed that contains all the 

aggregated values in the summarised way as 

shown in Fig. 7.  
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Figure 7. Representation of Data Cube Aggregation with Example 

In this example, the data aggregation and data cube 

aggregation represent the random sales data. In data 

aggregation, there are only two attributes after the 

reduction of data. So, there is aloss of data in data 

aggregation. But data cube aggregation covers all 

attributes with minimum space and without the loss 

of data. So that, actual data can recover when the 

user needs that. 

 Dimension Reduction: In this process, 

redundant or weakly relevant attributes are 

detected and removed from the database to 

reduce the size of the data without any loss of 

information [15]. When any attribute seems to 

be less informative and irrelevant to the 

analysis part, then it is better to reduce that 

attribute from the dataset by merging or 

combining the data. Dimension reduction is 

mainly divided into two categories:  

 Feature Selection Technique: This 

technique is used in the case of high-

dimensional data. When there are many 

features or attributes related to any data that 

are irrelevant, misleading, and redundant, 

then this feature selection method is used. 

These extra irrelevant features take extra 

space and time to execute the processing. 

Soin this method, a subset of features is 

selected to make a new database 

with relevant and useful features and used 

to discriminate classes. There are three 

main classes of feature selection 

algorithms: a) Wrapper Methods b) Filter 

Methods c) Embedded Methods.  

 Feature Extraction Technique: This method 

is used when there is redundant data in the 

database with extra features. This technique 

transforms the original attributes to form 

another attribute by combining the more 

significant attributes. The Feature 

extraction technique is mainly used to 

reduce the complexity of the database and 

give a simple and unified view of data. 

With the help of this technique, each 

variable of any data is represented as a 

linear combination of the original output 

variable. This technique is mainly 

implemented by three extraction 

approaches: a) Performance Measure) b) 

Transformation c) Number of New 

Features.  

 Data Compression: Data compression is the 

process in which encoding schemes are used to 

reduce the size of the dataset. Various encoding 

schemes for data compression are wavelet 

transform analysis, Huffman encoding, 

principal component analysis, run-length 

encoding, etc. Mainly, data compression is 

divided into two categories:   

 Lossy Compression: This compression 

technique is used when the user can tolerate 

some information loss. This method 

reduces the data by compressing it and 

removing some of the bits of data without 

noticing it. This method takes less time and 

is cheaper than all the other compression 

techniques. After compression by this 

method, the original file can’t be 

constructed back. This method is specially 

used for videos, graphics, audio, and 

images where the loss of some data at the 

time of compression is tolerated. There are 
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a few methods to implement lossy 

compression: a) JPEG (Joint Photographic 

Expert Group) b) MPEG (Motion of 

Pictures Expert Group) c) MP3 (MPEG 

audio layer 3).  

 Lossless Compression: This compression 

technique provides the capability to 

uncompress the file without the loss of a 

single bit of any data. The user can retrieve 

the original file from a compressed file 

without any loss. This compression 

technique is used for executable files, text 

files, and spreadsheet files. When there is 

data redundancy then this compression 

technique is used. The integrity of the data 

is preserved with the use of a lossless 

compression technique. There are a few 

methods to implement this compression 

technique: a) Run-Length encoding b) 

Huffman Encoding c) Lempel Ziv 

Encoding  

 Numerosity Reduction: In this process, the 

dataset is replaced by some mathematical 

model or a smaller representation model. There 

are many ways to replace the dataset with 

smaller alternatives or estimates. This 

technique is used to represent the original data 

in a much smaller form by using models. 

This method uses two types of approaches for 

implementation:  

 Parametric Approach: In this approach, a 

model is used to store the data. In this 

model, only the data parameters must be 

stored not the actual data. In this way, 

the redundancy of the data is removed by 

using different models. To implement this 

parametric approach, there are mainly two 

methods: a) Regression Models and b) Log-

Linear models.   

 Non-Parametric Approach: This method is 

used to store the reduced representation of 

the original data. In this approach, the 

redundant data is first reduced to smaller 

data then that reduced data is stored by 

these non-parametric models. This non-

parametric approach is implementedmainly 

by three models: a) Histograms 

b) Clustering c) Sampling  

 Discretization or Concept Hierarchy 

Generation: Data discretization is the 

transformation of the continuous dataset of any 

attribute into a discrete or smaller set of 

intervals without the loss of any information. 

This method is beneficial for analysis because 

discrete data is much easier to analyze than a 

continuous one. In this, many constant values 

of the attributes are replaced by labels of 

smaller intervals. This method allows the 

mining of data at multiple levels of abstraction. 

This method is implemented using two 

approaches:  

 Top-Down Approach: This 

approach traverses the data from the 

generalized form to the specialized form. 

This method starts to find one or a few 

attributes and then split that attribute 

according to some parameters. This 

process of splitting is 

performedrecursively until the 

final specialized attributes are found.   

 Bottom-Up Approach: This 

approach traverses the data from the 

specialized form to the generalized form. 

This process starts with all 

the continuous attributes as potential split 

points, then some attributes are reduced by 

combining or aggregating them. This 

process of merging is performed 

recursively until the final aggregated 

database is found. 

In this research analysis, the NAV of mutual funds 

is time-based data. The value of NAV is changed 

with the phase of time, and it is numeric in form. 

This data is already in a very concise and 

understandable format. So, there is no need for any 

reduction of data on this dataset.  

3. Results And Discussions 
 

This study presents the application of different data 

pre-processing techniques on mutual funds’ data. In 

this section, the results of all the data pre-

processing techniques are thoroughly analyzed and 

discussed pointwise.  

 
3.1. Data Integration 

 

In this study, there are 20 files of each mutual fund 

with the NAV data of each mutual fund as shown in 

Fig. 8.  
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Figure 8. Single Mutual Fund view 

 

The next step is to join these all files into one 

unified file view so that the analysis can take place 

in an efficient and organized way as shown in Fig. 

9. All the functions of join and append are done 

with the help of pandas in Python.

 

 

 
Figure 9. Unified View of All Mutual Funds 

3.2. Data Cleaning 

 

In the cleaning process, NAV data of mutual funds 

is missing regarding some dates in the dataset. 

While joining all the mutual funds’ data, there are 

missing values in the dataset for some mutual funds 

which are shown in red color in Fig. 10. 
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Figure 10. Missing Data 

 

In the interpolation method, the missing value in 

the dataset is filled by the average of its previous 

and next-day values as shown in Fig. 11. The 

datasets are now free from any error after the 

cleaning process. 

 
Figure 11. Filling Missing Values Using Interpolation Method 

3.3. Data Transformation 

 

The NAV data of all mutual funds are on widely 

different scales. Their range of NAV data is very 

distinct from each other as shown in Fig. 12. It is 

highly demanding to analyze this data with these 

different scales.  
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Figure 12. Unified View of all Mutual funds before Normalization 

The data normalization is done on the dataset as 

shown in Fig. 13. To normalize the dataset, the 

Min-Max normalization technique is used in which 

all the dataset’s values are scaled to a new range of 

values, i.e. [0,1]. This technique preserves the 

original relation of the values of the dataset with 

each other.  

 
Figure 13. Applying Min-Max Normalization 

3.4. Data Reduction 

 

In this analysis, the mutual funds’ data is time-

based. All the data in the dataset is in numeric form 

and change with the phase of time. The data related 

to mutual funds is already very limited and 

standardized form. So, there is no need for any data 

reduction on this dataset. 

 

4. Conclusion 
 

Data pre-processing is an essential issue for both 

data warehousing and data mining. In the real 



Gamini Dhiman, Gaurav Gupta, Brahmaleen K. Sidhu / IJCESEN 11-3(2025)4375-4390 

 

4389 

 

world, the raw data, which is collected from 

different sources, is incomplete, noisy, or 

inconsistent. The primary goal of this paper is to 

pre-process the mutual funds’ data and make it 

easily accessible for analysis. Firstly, in this paper, 

all the pre-processing techniques are explained 

thoroughly. After this, the focus is on the technique, 

which follows in this research work, to pre-process 

the dataset.  In this research work, the dataset 

contains data related to mutual funds for the last 15 

years. All the pre-processing techniques are applied 

to that dataset and make it efficient for the analysis 

propose. In this paper, the overall impact of data 

pre-processing on the raw data of mutual funds has 

been systematically evaluated and discussed in the 

result section. Data pre-processing gives high-

quality data that leads to efficient results and less 

cost on data mining.  
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Appendix 

After the analysis of different pages on various 

links, a list of the top ten growth and top ten 

dividend mutual funds is listed and the list of 

mutual funds that are used for the research 

work is as follows:  

 Aditya Birla Sun Life Equity Hybrid 95 

Fund - Regular Plan-Dividend 

 Aditya Birla Sun Life Equity Hybrid 95 

Fund - Regular Plan-growth 

 Franklin India Bluechip Fund-Dividend 

 Franklin India Bluechip Fund- growth 

 Franklin India Taxshield-Dividend  

 Franklin India Taxshield- growth  

 HDFC Capital Builder Value Fund - 

Dividend Option 

 HDFC Capital Builder Value Fund - 

Growth Option 

 HDFC Top 100 Fund - Dividend 

Option 

 HDFC Top 100 Fund - Growth Option 

 HDFC Equity Fund - Dividend Option 

 HDFC Equity Fund - Growth Option 

 HDFC TaxSaver-Dividend Plan 

 HDFC TaxSaver- Growth Plan 

 ICICI Prudential Multicap Fund – 

Dividend 

 ICICI Prudential Multicap Fund – 

growth 

 Tata Ethical Fund Regular Plan - 

Dividend 

 Tata Ethical Fund Regular Plan - 

growth 

 Nippon India Vision Fund-Dividend 

Plan-Dividend option 

 Nippon India Vision Fund- growth 

Plan- growth option 
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