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Abstract:  
 

Basal cell carcinoma (BCC) is a common kind of skin cancer that is distinguished by 

the presence of telangiectasias, which are tiny blood veins that resemble trees and are 

frequently seen inside skin lesions. Precise recognition of these characteristics is 

essential for prompt diagnosis and successful therapy. Deep learning (DL) models have 

advanced in skin cancer imaging in recent years, increasing the accuracy of diagnosis 

and feature segmentation. The ISIC 2019 dataset, a comprehensive collection of 

dermoscopic pictures covering a variety of skin lesions, including BCC, was employed 

in our suggested approach. Our approach started with applying a Wiener filter to 

denoise the images. This preprocessing step significantly improved image quality, 

making critical features more discernible and facilitating subsequent analysis. After 

denoising, we implemented the Fuzzy U-Net model for image segmentation. This 

model excels at accurately delineating lesions, providing precise boundaries that are 

essential for effective classification. A deep neural network (DNN) was then trained 

using the segmented pictures, enabling it to differentiate basal cell carcinoma from 

other skin diseases by identifying important characteristics. We used common 

assessment measures including precision of 97%, F1 score of 98%, and AUC of 0.99% 

and testing accuracy of 97.47% to assess our model's performance. The outcomes show 

that our method is reliable and successful, with a high level of accuracy in detecting 

basal cell cancer. In addition to expediting the diagnostic procedure, this approach may 

enhance patient outcomes by enabling earlier discovery and treatment. 

 

1. Introduction 

 
In the United States, around two million instances 

of BCC are found annually. As part of the first 

BCC diagnosis, a dermatologist or mid-level 

physician (physician assistant or nurse practitioner) 

would visually evaluate the patient, often using a 

dermatoscope. Invasive treatment, such as a biopsy, 

is undertaken if the diagnosis is not obvious or 

confirmation is required [1]. Given the greater 

depth of invasion of the disease, locally damaging 

nature, and therapeutic challenges for more severe 

cases, early identification of BCC is crucial. 

Furthermore, BCCs could be more likely to 

metastasize; if treatment is delayed, the likelihood 

might rise to 1% to 2% for cancers bigger than 3 

cm in diameter and as much as 50% for those less 

than 10 cm. A skin lesion is an abnormal 

development or appearance of the skin that 

surrounds the surrounding skin. There are two types 

of skin lesions: primary and secondary. A primary 

skin lesion is an abnormal skin condition that may 

be present from birth or develop over time. The 

development or alteration of initial skin lesions may 
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give rise to subsequent skin lesions. Scratching a 

mole until it bleeds causes a scab to form, which 

results in a secondary skin lesion [2]. 

To find abnormalities in the skin, doctors employ a 

variety of imaging methods, including spectroscopy 

[3], optical coherence tomography, thermography, 

multispectral imaging, wide-field imaging [4], and 

ultrasound. Nonetheless, digital dermoscopy a 

digital color snapshot enlarged by a dermoscope is 

the most widely used and straightforward kind of 

imaging. Dermatologists use a variety of 

dermoscopic criteria or high-level characteristics, 

together with dermoscopic images, to diagnose 

basal cell carcinoma. The most accurate clinical 

criteria are for basal cell carcinoma. The following 

are dermoscopic criteria for basal cell carcinoma 

regions: colds inside colds (concentration system), 

absent brown reticular lines (pigment network), 

bluish-gray nodules of different sizes (egg nests, 

spheres, and convex points), branching and linear 

vessels (arborescent and superficial telangiectasias), 

and leaf-shaped radial lines connected to a common 

base. 

Dermatologists advise one of three treatments, 

depending on the type of skin lesion: medication, 

surgery, or at-home care. Even if they appear 

harmless, certain skin lesions can cause a lot of 

anxiety in patients since they might be cancerous 

and require surgery to eradicate. Melanoma, the 

most fatal type of skin cancer, may be curable in its 

early stages but becomes fatal after it has spread. 

Therefore, a comprehensive diagnosis of skin 

patches is required to protect patients' growth and 

provide timely treatment [5]. Automating the 

analysis through machine learning techniques could 

lead to a medical system and framework that assists 

with contextual relevance, enhances clinical 

reliability, helps doctors communicate objectively, 

reduces human fatigue errors, lowers mortality 

rates, lowers medical expenses, and makes disease 

identification easier. One step toward 

accomplishing these objectives is developing a 

machine-learning technique to distinguish between 

benign and malignant pigmented skin lesions [6].  

The field of dermatological diagnostics has 

undergone a total transformation because to 

developments in medical imaging and computer 

methods, especially deep learning (DL). Deep 

neural networks (DNNs) provide a potent way to 

automate dermoscopic image processing, enabling 

quick and precise categorization of a range of skin 

lesions, including BCC. Researchers may train 

models to identify complex patterns and 

characteristics that would be invisible to the human 

eye by utilizing huge datasets, like the ISIC 2019 

dataset. In this work, we provide a DNN-based 

system created especially for BCC classification 

from dermoscopic pictures. In our method, the 

pictures are preprocessed to improve quality, and 

then the lesions are effectively segmented. In order 

to accurately distinguish BCC from other skin 

disorders, the segmented pictures are then passed 

into a DNN for classification. In addition to 

increasing diagnostic precision, this approach seeks 

to offer a scalable solution that can support 

dermatologists in clinical settings. 

Our work aims to show the effectiveness of DNNs 

in the automated identification of BCC through 

thorough assessment utilizing accepted 

performance criteria, eventually adding to the 

expanding corpus of research in computer-aided 

dermatology. 

 

1.1 Organization of the work  

 

The work of earlier writers on different forms of 

skin cancer and how machine learning and deep 

learning algorithms may be used to identify them is 

covered in Section 2. Our suggested method for 

basal cell carcinoma (BCC) is described in Section 

3, along with the preprocessing, segmentation, and 

classification procedures used. The examination of 

BCC dermoscopic pictures is shown in Section 4, 

emphasizing the outcomes that our model 

generated. The main conclusions of our suggested 

BCC detection approach are finally outlined in 

Section 5, which also highlights the method's 

importance and possible influence on clinical 

practice. 

 

2. Related work  
 

Conventional techniques like dermoscopy and 

naked eye inspection have reduced the specificity 

of noninvasive diagnosis. An artificial intelligence 

model based on deep learning was created to 

identify BCC in reflectance confocal microscopy 

pictures automatically. The model's repeatability 

and generalizability were demonstrated by its 

respective areas under 89.7% and 88.3% [7]. 

Additionally, the study extracts input patterns from 

skin images using statistical features and Gray 

Level Co-occurrence Matrix approaches. K-nearest 

neighbor, Decision Tree, and Support Vector 

Machine classifiers are then used to categorize the 

models; SVM outperforms the other classifiers by 

an approximate margin [8].  It shows the 

effectiveness of an attention-based artificial neural 

network (ANN) in detecting basal cell carcinomas 

(BCCs) in histological whole-slide images. When 

compared to pathologists' eye-tracking data, the 

ANN correctly diagnosed tumor areas, with a ROC 

curve area under the curve of 0.993 [9]. An 

automated technique for identifying basal cell 
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carcinoma in EVCM photographs based on deep 

learning algorithms may help with the diagnosis. A 

model trained on the EVCM dataset had a 

diagnostic accuracy rate of 92%, which is 

comparable to the H&E model. This method might 

help diagnose basal cell carcinoma during Mohs 

surgery [10]. To train an ANN using reflectance 

confocal microscopy (RCM) imaging to improve 

the specificity of Raman spectroscopy (RS) in the 

identification of BCC. To select hair and epidermis 

structure images with high accuracy, the network 

inputs two ResNet50 networks with 191 RCM 

images [11]. 

The ML algorithm's overall classification accuracy 

for labeled data was 99.0%, while for unlabelled 

tissue sections, it was 99.9%. 189 signals were 

assigned tentative metabolite identifications, 

indicating the possibility of diagnosis [12]. When 

given extra color and texture information, the 

classifier outperforms a CNN that uses the original 

image input. The outcomes of the earlier texture 

measurements are enhanced by a new color co-

occurrence matrix. This method has a sensitivity of 

0.99, a specificity of 0.94, and an accuracy of 0.97 

when determining whether a lesion is basal cell 

carcinoma or not [13]. Hematoxylin and eosin-

stained pathology slides' 258 digital histology 

pictures were used to develop the Mask-RCNN 

(Mask Region-based CNN) model. The model was 

identified as basal cell carcinoma after 1000 epochs 

of training [14]. Because it causes local damage, 

basal cell carcinoma, a common non-melanoma 

skin cancer, should be detected early and treated 

promptly. CNN and a SVM activation layer were 

used in a study that combined multispectral 

imaging and artificial intelligence to detect basal 

cell carcinoma and healthy cell signals with up to 

90% accuracy [15]. The method uses high-

frequency ultrasound, optical coherence 

tomography, and diffuse reflectance spectroscopy 

[16]. 

Skin cancers are common all over the world, and 

the kind and stage of the malignancy upon 

diagnosis affect the prognosis and disease burden. 

It was demonstrated that melanoma, squamous cell 

carcinoma, and basal cell carcinoma had acceptable 

diagnostic accuracy. 14,224 AI/ML systems were 

evaluated for the early detection of skin cancer 

[17]. In an attempt to increase diagnosis accuracy, 

researchers looked at a variety of machine learning 

models, such as convolutional neural networks 

(CNNs), Gaussian functions, and conventional data 

models. According to the findings, CNN-based 

algorithms performed better than conventional 

models, which makes them an excellent option for 

dermatologists and oncologists looking for an early 

diagnosis [18].  

 
Table 1. Comparison of Existing literatures  

S.No Author and year Methods Results 

1.  
Akanksha Maurya et al., 

(2024) [1] 

Topological Data Analysis (TDA)- 

Deep Learning (DL), EfficientNet-

B5 

97.4% accuracy, AUC is 0.995 

2.  
Veronika et al., (2022) 

[20] 

Basal cell carcinoma (BCC), 

MobileNet 
Specificity 85%, sensitivity 46% 

3.  

Jairo Hurtado and 

Francisco Reales., (2021) 

[21] 

ABCD dermatological criteria, ANN 

(Artificial neural network) 
Accuracy 87.1% 

4.  
Xuemei Lan et al., (2024) 

[22] 

multi-head self-attention (MSA) U-

Net 

Precision is 0.910, recall is 0.869, dice 

score is 0.889, and IoU is 0.800 

5.  Stephen et al., (2021) [23] 

Natural Language Processing 

(NLP), GATE (generic architecture 

for text engineering) 

mean accuracy, recall, and F1 score of 

86.0%, 84.2%, and 84.5%, 

6.  
Bhuvaneshwari et al., 

(2022) [24] 

HAM10000 dataset, Convolutional 

Neural Network (CNN) 
95.18% accuracy 

7.  
FilmonYacob et al., (2023) 

[25] 
CNN Accuracy 93.5% 

8.  
Lixin Liu et al., (2022) 

[26] 
Random forest (RF) 

accuracy = 0.952 ± 0.014, kappa value= 

0.928 ± 0.022 

9.  Beshatu et al., (2022) [27] 
EffecientNetB0, MobileNetv2, 

ResNet50, VGG16 

Accuracy of EffecientNetB0, 

MobileNetv2, ResNet50, VGG16 

95.3%, 97.1%, 89.8%, and 89.9% 

10.  Mustafa., (2022) [28] KNN (k nearest neighbor) 98% of accuracy 

11.  
Roshni Thanka et al., 

(2023) [29] 
VGG16 and XGBoost Maximum 99.1% accuracy 

12.  
Ngan Thanh Luu et al., 

(2021) [30] 
RF (random forest) Accuracy 93% 
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This study uses color and texture to identify skin 

problems using the Hue-Saturation-Value (HSV) 

properties of entropy, variance, and maximum 

histogram value. Decision Tree with Support 

Vector Machine learning techniques are used to 

classify skin illnesses, and the proposed system's 

performance accuracy is evaluated [19]. 

 

3. Proposed methodology 
 

The proposed method for classifying basal cell 

carcinoma (BCC) uses a robust pipeline combining 

the Wiener filter, fuzzy U-net segmentation, and 

deep neural network (DNN) classification. Initially, 

a Wiener filter is used to downsample BCC images, 

improving their quality by reducing noise while 

preserving essential features. Following this, the 

Fuzzy U-Net model is used for effective image 

segmentation, which enables accurate delineation 

of lesions from the background. This section is 

important for accurately identifying and analyzing 

the features of BCC. Finally, a DNN is used for 

classification and trained on segmented images to 

distinguish BCC from other skin conditions. The 

results of this comprehensive technique are 

evaluated using metrics such as precision, recall, F1 

score, and precision, which show how well it 

performs in diagnosing BCC based on significant 

clinical criteria. Figure 1 depicts the general 

architecture of the suggested BCC. 

 

 
Figure 1. Flow diagram of Proposed BCC classification 

 

3.1 Dataset  

 

This collection consists of 2357 photos of benign 

and malignant oncological illnesses and was 

produced by the International Skin Imaging 

Collaboration (ISIC) 2019. All photos were 

arranged using the classification derived from the 

ISIC, with the exception of melanomas and moles, 

which are very common. Each subgroup was then 

split up into an equal number of photos. 

 

3.2 Preprocessing: Wiener filter  

 

Applying the Wiener filter eliminates noise in the 

dermoscopic BCC images. The Wiener filter is a 

strong technique for image denoising that works 

especially well at improving the quality of noise-

affected photos while maintaining crucial features. 

BCC pictures frequently contain different kinds of 

noise, particularly when they are taken 

dermoscopically. Images become crisper when this 

noise is reduced with the Wiener filter. The most 

likely technique for picture denoising is displayed 

below.  

 

𝐼 ̂ = 𝐼 (𝑥, 𝑦) −
𝜎𝑦

2

𝜎𝑦
2̂ (𝐼(𝑥, 𝑦) − 𝜇�̂�)          (1) 

 

Here,  

𝐼 (𝑥, 𝑦) − 𝑐𝑜𝑟𝑟𝑢𝑝𝑡𝑒𝑑 𝑖𝑚𝑎𝑔𝑒  

𝜎𝑦
2 − 𝑛𝑜𝑖𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒   

𝜇�̂� −
𝑙𝑜𝑐𝑎𝑙 𝑚𝑒𝑎𝑛 𝑜𝑛 𝑡ℎ𝑒 𝑝𝑖𝑥𝑒𝑙 𝑤𝑖𝑛𝑑𝑜𝑤 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑚𝑎𝑔𝑒   

𝜎𝑦
2̂ − 𝑙𝑜𝑐𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒  

In the instance when the noise variance throughout 

the picture equals 0, then 𝜎𝑦
2= 0 = > �̂̂� (𝑥, 𝑦). The 

local variance is greater than the global variance 

and the ratio almost equals 1 when the global noise 

variance is less.  

High local variance indicates the presence of edges 

in the picture frame under examination, while  𝐼 =

𝐼 (𝑥, 𝑦) if 𝜎𝑦
2>>𝜎𝑦

2̂ .The following is how the 

formulation works in this situation if the local and 

global variances match: As𝜎𝑦
2̂ ≈ 𝜎𝑦

2  𝑡ℎ𝑒𝑛  𝐼 ̂ = 𝜇�̂� 

Segmentation: fuzzy U-NET 

Fuzzy U-net receives the pre-processed photos and 

superimposes them on the skin area. Upsampling 

and downsampling are the two components of the 

proposed system. Figure 2 shows the building of a 

fuzzy U-net.  

The encoder and decoder networks are joined to 

form the U-net. In the conventional CNN that is 

used as the encoder, semantics are more significant 

than geography. Segmentation requires both spatial 

and semantic information. The U-net network's 

decoder collects semantic data from the network's 

lowest layer in order to extract particular 

information. The high-resolution features of the 

encoder element are immediately received by the 

decoder component, which then combines them to 

create accurate segment structures. Two 

convolutional layers make up the segmentation 

network utilized in this investigationThe 

convolutional operations are reversed in the 
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decoder, and these two layers are inserted within 

the pooling layers in the encoder. Batch 

normalizing is replaced with instance 

normalization, and the repaired linear unit (ReLU) 

modifies the rectified linear unit (ReLU). The top 

layer's batch size is 42 feature maps, and the patch 

size is 32x32 pixels. The goal of the four pooling 

processes is to efficiently train the whole slice. 

Assume that the input is yp on the lth layer and that 

the center pixel of each patch on the nth feature is 

(l, m). 

 

𝑞𝑙𝑚𝑛
𝑝 (𝑡) = (𝑊ℎ

𝑔
)𝑇 𝑦𝑝

𝑔(𝑙,𝑚)
(𝑡) + (𝑊𝑛

𝑟)𝑇𝑦𝑝
𝑟(𝑙,𝑚)(𝑡 − 1) +

𝑏𝑛            (2) 
 

𝑦𝑝
𝑔(𝑙,𝑚)

 𝑎𝑛𝑑 𝑦𝑝
𝑟(𝑙,𝑚)

−

𝑖𝑛𝑝𝑢𝑡𝑠 𝑜𝑓 𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑛𝑒𝑢𝑟𝑎𝑙 𝑙𝑎𝑦𝑒𝑟    
(𝑊ℎ

𝑔
)𝑇 𝑎𝑛𝑑 (𝑊𝑛

𝑟)𝑇 −

𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑙𝑎𝑦𝑒𝑟   
𝑏𝑛 − 𝑏𝑖𝑎𝑠  
 

𝑔(𝑦1𝑘1) = 𝑔[𝑞𝑙𝑚𝑛
𝑝 (𝑡)] = 𝑚𝑎𝑥 [0, 𝑞𝑙𝑚𝑛

𝑝 (𝑡)]             (3) 

 

In convolutional encoding and decoding, g(y1k1) 

represents the down and upsampling layers. Output 

from the CNN unit. This output is used for down- 

and up-sampling during encoding and decoding 

processes. 

 

 
Figure 2. Fuzzy U-Net architecture  

 

3.3 Classification: DNN (Deep neural network) 

Skin cancer is effectively identified by the DNN 

model using feature vectors in the final step of BCC 

classification. One of the traditional models of 

artificial neural networks (ANNs) is the DNN, 

which is a feed-forward neural network (FFNN). 

The DNN model's architecture is shown in Figure 

2. The input, output, and hidden layers are its three 

layers. Networks receive pre-processed input 

datasets from the input layer. The number of input 

neurons is equal to the input characteristic that will 

be discussed later.  

 
𝑋 = 𝑥1, 𝑥2, … , 𝑥𝑛            (4) 

Because DNN permits the insertion of one or more 

hidden layers, the hidden layer shows up later. The 

following formula is used to create the hidden layer 

map for the input X. 

 
ℎ𝑗 = ∑ 𝑤𝑖𝑥𝑖 + 𝑏𝑗𝑖            (5) 

 

𝑗 − 𝑛𝑜. 𝑜𝑓 ℎ𝑖𝑑𝑑𝑒𝑛 𝑢𝑛𝑖𝑡𝑠, 𝑗 = 1,2,3, … . , 𝑘   
𝑏𝑗 − 𝑏𝑖𝑎𝑠  

𝑤𝑖 − 𝑟𝑎𝑛𝑑𝑜𝑚 𝑤𝑒𝑖𝑔ℎ𝑡  
 

Each hidden layer has a nonlinear activation 

function associated with it. In DNN models, ReLU 

expedites the training process and enhances results. 

The significant improvement of ReLU is 

demonstrated by the decrease in gradient vanishing 

and bursting problems. Despite non-differentiability 

and nonlinearity at zero, the rectifier neuron 

outperforms hyperbolic and sigmoid tangent 

neurons. Using a sparse representation with genuine 

zeros improves performance for sparse data sets. 

Tanh activation and sigmoid functions in binary 

classification performed better than ReLU for 50 

epochs. ReLU performs better than sigmoid and 

tanh activation functions after 100 epochs. As a 

result, the authors choose to implement the 

described approach using the ReLU activation 

function. Equation (6) is used to formulate the 

hidden layer results.  

 
ℎ = 𝑓(ℎ𝑗)             (6) 

 

here,  

 

𝑓(ℎ𝑗) = 𝑅𝑒𝐿𝑈(ℎ𝑗)             (7) 

 

The output of DNN is calculated as,  

 

𝜎(𝑋)𝑗 =
𝑒

𝑋𝑗

∑ 𝑒𝑋𝑘𝑘
𝑘=

            (8) 

 

The j index (j = 1, 2, …, k) denotes the number of 

output units, whereas X represents the input vector 

to the output layer. The DNN model may train the 

network by mapping the input to the output of the 

corresponding class. 

 

 
Figure 3. Architecture of DNN 
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4. Result and discussion  
 

The proposed BCC classification using DNN 

approach based on dermoscopic images. The 

wiener filter is used to enhance the picture's quality 

and look during the preprocessing phase in order to 

make illness detection easier through image 

processing. The Python programming language is 

used to implement it, and metrics such as mean 

square error (MSE), structural similarity index 

measurement (SSIM), and peak signal to noise ratio 

(PSNR) are assessed. Table 2.2 below shows the 

performance metrics for the various image sets of 

the ISIC dataset. 

 
Table 2. Performance metrics 

Dataset Details 
Performance Metrics 

PSNR MSE SSIM 

Training data set 29.19 79.14 0.96 

Training ground 

truth dataset 
29.35 76.43 0.9421 

Testing dataset 26.34 106.21 0.5431 

Testing ground 

truth dataset 
29.04 78.26 0.9901 

 

Originally created for biomedical image 

segmentation, the U-Net architecture has become 

widely used in many different disciplines because 

of its strong capacity to segment pictures with high 

accuracy. Tasks requiring accurate object or region 

of interest segmentation and border identification 

are especially well-suited for U-Net. The figure 4 

shows the input image of UNet architecture with 

skin cancer (BCC) and without skin cancer (non-

BCC). 

 

  
(a) BCC (b) Non-BCC 

Figure 4. Input Image a) BCC, b) Non-BCC 

 

  
(a) (b) 

Figure 5. Segmented image using U-Net a) BCC, b) 

Non-BCC 

The figure 5 shows the region of interested 

segmented and border identification image of BCC 

and Non-BCC using fuzzy U-Net architecture 

 

 
Figure 6. ISIC dataset class image 

 

The dataset of ISIC consists three class. Each class 

consists training set, training ground truth set, 

testing set and testing ground truth set. The figure 6 

shows the three class of basal cell carcinoma, 

melanoma and nevus.  

 

 
Figure 7. Proposed model accuracy vs epoch steps 

 

 
Figure 8. Proposed Deep Neural Network model loses 

vs epoch steps 

 

The deep neural network’s model accuracy and 

model loss shown in figure 7 and figure 8.the graph 

shows the model accuracy for 15 epochs steps. The 

  

Figure 4. Input Image (a)BCC (b) Non-BCC 

 

  

Figure 4. Input Image (a)BCC (b) Non-BCC 

 

  

Figure 5. Segmented image using U-Net (a) BCC (b) Non-BCC 

 

  

Figure 5. Segmented image using U-Net (a) BCC (b) Non-BCC 
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total test accuracy of proposed model is 97.91 % 

for 15 epoch steps. The figure 8 shows the Train 

and validation loss of proposed model. The losses 

are gradually decrease depends upon the epoch 

steps. 

 

 
Figure 9. performance value of proposed DNN model. 

 

The performance metrics of proposed model get 

from the python implementation the figure. 9 shows 

the performance of DNN with individual class of 

ISIC dataset. the precision, sensitivity of each class, 

f1 score and AUC values are 97%, (100%, 

96%,98%), 98% and 0.99 

 

 
Figure 10. ROC curve of proposed DNN model 

 

The figure 10 shows the ROC curve of the 

proposed Deep Neural Network model. The ROC 

curve of BCC, Melanoma and Nevus are 1.00, 0.99 

and 1.00. the value achieved by plot the graph 

between false positive rate and true positive rate. 

 

5. Conclusion  
 

In conclusion, the proposed approach to classify 

basal cell carcinoma (BCC) by integrating the 

Wiener filter, fuzzy U-net segmentation, and deep 

neural network (DNN) classification significantly 

improves automated skin cancer detection. We 

effectively reduced noise by applying a Wiener 

filter to improve image quality and clarified 

important features such as telangiectasia. The 

subsequent Fuzzy U-Net segmentation allowed 

lesions to be precisely drawn, ensuring that 

essential characteristics were accurately captured 

for analysis. Finally, the DNN classifier provided a 

strong distinction between BCC and other skin 

conditions, as verified by metrics such as precision 

of 97%, F1 score of 98%, and AUC of 0.99% and 

testing accuracy of 97.47%. This comprehensive 

methodology improves diagnostic accuracy and 

supports clinicians in making more informed 

decisions in patient care by underscoring the 

transformative potential of deep learning 

technologies in dermatology. Our approach paves 

the way for improved outcomes in the diagnosis 

and treatment of skin cancer. 
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