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Abstract:  
 

This research aims to use some statistical transformations such as Z-Score and 

MIN_MAX to see how these transformations affect the performance of some robust 

methods and neural networks when there are outliers in the data and to compare the robust 

methods (LTS, MCD, and MM) and some neural networks including (RNN, GRU, and 

LSTM) with different activation functions represented by (Relu, Elu, and Selu). 

The research sample included 3000 private sector electricity generators in Iraq for the 

year 2021 taken from the Central Statistical Organization. 

The comparison was made using the mean square error (MSE) and using the statistical 

programs Python, R, and Excel. 

The results showed that both normalization techniques significantly improved the 

performance of the models, especially Min-Max normalization is the best for all (robust 

methods and neural networks) and especially the superiority of neural networks RNN, 

especially with deeper structures, showing good performance across different activation 

functions. As for the robust methods, the MM method was consistently the best, giving 

the lowest mean square error across all normalization techniques. 

 

1. Introduction 

 
The problem of outliers is a common issue that arises 

for various reasons. The presence of these values in 

the data leads to the inability to obtain a good 

estimator for regression models or the ability to 

achieve good predictions in artificial neural 

networks. Therefore, we will use transformations to 

determine their effect on estimation in the presence 

of these values within the data. Typically, these 

transformations are used to standardize variable 

values and unify measurement units between 

variables. We will use (z-score and MIN_MAX) 

transformations and study their impact on outliers 

through the use of robust methods (LTS, MCD, 

MM) and neural networks (RNN, GRU, LSTM) with 

multiple layers.  

In 2022, the researchers (Saleh and Salman) 

compared some artificial neural networks for 

graduate students, and a comparison was made 

between three types of neural networks (feedforward 

neural network (FFNN), backpropagation network 

(BPL), and recurrent neural network (RNN). The 

study concluded the lowest rate of false prediction 

was for the structure of the recurrent network. 

In 2023, the researchers (Irshayyid and Saleh) 

Robust estimates for a three-parameter exponential 

to estimate the parameters using robust methods 

(Median-of-Means, Forward search, M-Estimation) 

[14],  

while Jawad and Saleh (2024), Estimation of the 

Multiple Regression Model Using M Robust 

Methods, Artificial Intelligence Algorithms 

(Multilayer Feedforward Neural Network).  

In this paper, we study the effect of data 

transformations Z-Score and Min-Max 

transformations on RNN, GRU, and LSTM 

architectures and robust methods. Using mean 

squared error (MSE) and coefficient of 

determination, we assess the impact of these 

techniques on survey data from private-sector 

energy generators in Iraq. The goal is to identify 

optimal of transformations and models to enhance 

robustness and predictive reliability in the presence 

of outliers [15]. 
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2. Research Methodology 
 

The study relied on clarifying some concepts and 

methods related to the research, in addition to 

clarifying the applied aspect based on realistic data 

on the electrical energy resulting from the use of 

generators in Iraq. 

 This research discusses the importance of using 

some transformations on the data to estimate models 

using neural networks and robust methods. 

 

2.1 Normalization 

 

Normalization is essential when dealing with 

variables that differ widely in their units and scale, 

which can result in unequal mean and standard 

deviation values across variables. Such 

discrepancies may cause certain variables to exert 

more influence on the model than others, leading to 

biased results where some variables dominate while 

others are marginalized [20]. Normalization 

addresses this issue by transforming variable values 

to a common scale, preserving the inherent 

differences in value ranges without distortion [17] 

 

2.1.1 Min-Max 

 

Min-Max normalization is a technique that applies a 

linear transformation to the original data, aiming to 

scale values proportionally within a defined range, 

typically between 0 and 1. This method adjusts each 

value based on the minimum and maximum values 

of the variable [11] as represented by the formula: 

 

𝑥𝑛𝑒𝑤 =
𝑥−𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥)−𝑚𝑖𝑛(𝑥)
            (1) 

 

2.1.2 Z-score 

 

Z-score normalization, also referred to as zero-mean 

normalization, standardizes data based on the mean 

and standard deviation of the original dataset. This 

technique transforms values so that the mean of the 

normalized data equals zero, and the standard 

deviation equals one [9,25], according to the formula 

 

𝑥𝑛𝑒𝑤 =
𝑥−�̅�

𝑆𝑥
           (2) 

 

2.2 Outliers 

 

Outliers are data points that deviate significantly 

from the majority of observations, often lying 

outside the expected range of variability or standard 

deviation for a given variable or population [3] 

 

2.3 Robust regression 

 

Robust regression is a valuable approach for 

analyzing data that contain influential outliers, as it 

builds models resilient to the distorting effects of 

such values. Traditional methods like ordinary least 

squares (OLS) assume that all data points follow a 

certain distribution, but outliers disrupt these 

assumptions, leading to skewed or biased 

predictions. 

Robust regression methods address this by 

minimizing the impact of outliers, thus maintaining 

accuracy and reliability in the model estimates 

[18,23] 

 

2.3.1 MM-Estimation 

 

MM-Estimation is a robust regression technique 

aimed at minimizing the influence of outliers on the 

estimation of regression parameters. This method 

employs an S-estimator to achieve high efficiency 

and a significant breakdown point, defined as the 

proportion of outliers that can be present in the data 

before the estimates become unreliable [1,26]. 

The MM-estimation process begins by obtaining 

initial parameter values through the S- estimator. 

Subsequently, it calculates the weights assigned to 

each data point based on their residuals. The 

weighting function is given by 

 

𝑤𝑖(𝑢𝑖) = {
[1 − (

𝑢𝑖

𝑐
)
2

]
2

 , |𝑢𝑖| ≤ 𝑐

0, |𝑢𝑖| > 𝑐

           (3) 

 

Where c = 4.685 and 𝑢𝑖 the standard deviation of the 

residuals, estimated using the Tukey objective 

function. This iterative approach enhances the 

robustness of the estimates by effectively down-

weighting the influence of outlier values 

 

2.3.2 Least Trimmed Squares (LTS) 

 

Least Trimmed Squares (LTS) is a robust statistical 

technique used for estimating parameter vectors in 

linear regression models. It serves as an alternative 

to traditional regression methods by minimizing the 

sum of squared residuals while effectively 

mitigating the influence of outliers. The LTS 

estimator is formulated as follows: 

 

�̂�(𝐿𝑇𝑆) = 𝑎𝑟𝑔min
𝛽

∑ 𝑟𝑖
(2)ℎ

𝑖=1             (4) 

 

 

Where 𝑟𝑖 (2) represents squared residuals, and h is the 

trimming constant (the size of the partial 

samples), which falls within the range 
𝑛

2
≤ ℎ ≤ 𝑛 . 

The remaining 𝑛 − ℎ data points with the 

largest residual squares are trimmed [8].  
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To determine the value of h, the following equation 

is employed: 

 
ℎ = 𝑛(1 − 𝛼) + 𝛼(𝑝 + 1)           (5) 

 

Where 𝛼 represents the percentage of outlier values, 

or trimming ratio when ℎ = 𝑛 it 

means the trimming ratio is zero, and the estimation 

is equal to the estimation of ordinary least 

squares. α represents the trimming ratio, or the 

proportion of outliers in the dataset. If ℎ = 𝑛, no 

trimming occurs, and the estimation aligns with that 

of ordinary least squares regression. 

This methodology allows for more accurate 

parameter estimation in the presence of outlier 

values, enhancing the model's overall reliability. 

 

2.3.3 Minimum Covariance Determinant (MCD) 

estimator 

 

Minimum Covariance Determinant (MCD) 

estimator is a highly regarded robust statistical 

method for estimating multivariate location and 

scatter, particularly known for its resilience against 

outliers. This characteristic makes the MCD 

estimator invaluable for outlier detection and has led 

to its application across various domains, including 

finance, medicine, and chemistry. It is commonly 

employed in robust techniques such as multiple 

regression analysis, factor analysis, and principal 

component analysis [13]. 

The core concept of the MCD estimator involves 

identifying a subset of the data, referred to as the 

Minimum Covariance Determinant (MCD) subset, 

which possesses the smallest determinant. This 

subset is used to accurately estimate the center and 

scatter of the entire dataset, allowing for more 

reliable analysis in the presence of influential 

outliers [21]. The MCD approach enhances the 

robustness of statistical models, ensuring valid 

results even when the dataset contains outlier values. 

 

2.4 Artificial Neural Network 

 

Artificial neural network architectures have been 

developed from well-known models of the 

biological nervous system and the human brain 

itself. The processing units or computational 

components of the network are called artificial 

neurons, which are simplified models of biological 

neurons. These models are inspired by how electrical 

pulses are generated and propagated across the cell 

membrane. Typically, the outputs of the neural 

network are continuous variables and are nonlinear 

[33], The artificial neural network consists of [28]: 

Input Layer, Hidden Layers, Output Layer. 

The hidden layer and output layer may contain 

activation functions, which will be explained below. 

 

2.4.1 Activation Functions 

 

These are functions used in artificial neural networks 

to transform input signals into output signals, which 

serve as inputs to the next layer in the architecture. 

The activation function is applied to the output of the 

layer to obtain its outputs as inputs to the next layer 

[29]. 

 

2.4.1.1 ReLU (Rectified Linear Unit) 

 

The ReLU function represents an almost linear 

function, which preserves the properties of linear 

models, making it easy to optimize [24], the function 

is defined as follows: - 

 

𝑓(𝑥) = {
𝑥𝑖𝑓𝑥 > 0
0𝑖𝑓𝑥 ≤ 0

           (6) 

 

2.4.1.2 ELU (Exponential Linear Unit) 

 

ELU is a type of activation function that can alleviate 

the vanishing gradient problem by using a definition 

for positive values and improving learning 

properties [24], the function can be defined as 

follows: 

 

𝑓(𝑥) = {
𝑥𝑖𝑓𝑥 > 0

𝛼(𝑒𝑥 − 1)𝑖𝑓𝑥 ≤ 0
           (7) 

 

2.4.1.3 SELU (Scaled Exponential Linear Unit) 

 

This function was developed to be faster in operation 

than the ELU function and can overcome the 

problem of the negative region present in the ReLU 

function, thus avoiding the gradient vanishing 

problem. In this way, SELU works in both positive 

and negative regions. The function can be defined as 

follows [10,19]: 

 

𝑓(𝑥) = 𝜆 {
𝑥𝑖𝑓𝑥 > 0

𝛼(𝑒𝑥 − 1)𝑖𝑓𝑥 ≤ 0
            (8) 

 

Where α and λ are constant values, usually 

approaching 

 
𝛼 ≅ 1.6732, 𝜆 ≅ 1.0507            (9) 

 

2.4.2 RNN (Recurrent Neural Network) 

 

RNN is a type of artificial neural network that can 

process sequential data, forming a dynamic system 

where cell outputs depend not only on inputs but also 

on the previous outputs of the cell (hidden state) [5] 
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RNN cell is similar to regular feed forward neural 

networks, the input vector representing the current 

input 𝑥𝑡 is multiplied by a weight matrix and then 

passed through a nonlinear activation function to 

calculate the values for a layer of hidden units. These 

hidden units are then used to calculate corresponding 

outputs, and the main difference from the feed 

forward network lies in the recurrent connection, this 

connection increases the computational inputs to the 

hidden layer by the value of the hidden layer from 

the previous iteration, which is considered a form of 

memory [16,27] The outputs of an RNN cell are 

calculated using the following equations [30]: 

 
ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑥𝑡𝑊ℎ + ℎ𝑡−1𝑢ℎ + 𝑏ℎ)           (10) 

 
𝑦𝑡 = 𝑊𝑦ℎ𝑡 + 𝑏𝑦           (11) 

 

Where 𝑥𝑡 represents the cell inputs and 𝑦𝑡 represents 

the network outputs. 𝑊𝑞  , 𝑢𝑞represent the weights of 

the cell, and b represents the bias. ℎ𝑡represents the 

cell outputs in the current iteration [31] 

 

2.4.3 Long Short-Term Memory (LSTM) 

 

The LSTM model is a powerful recurrent network 

system designed to overcome the problem of 

vanishing gradients that arise when learning long-

term dependencies. These cells are themselves 

recurrent networks 

A vanilla LSTM unit consists of an input gate, output 

gate, forget gate and cell state. The forget gate allows 

the network to reset its state. The cell remembers 

values over random periods, and the three gates 

regulate the flow of information associated with the 

cell [12]. 

These gates in the LSTM cell enable it to maintain a 

more stable error that can be backpropagated over 

time steps and layers, allowing recurrent networks to 

continue learning over many time steps. These gates 

work together to learn and store information relevant 

to both long and short-term sequences [4] The cell 

states in LSTM are calculated through the following 

equations [22]: 

 

 

𝑓𝑡 = 𝜎(𝑥𝑡𝑊𝑓 + ℎ𝑡−1𝑢𝑓 + 𝑏𝑓)  

𝑖𝑡 = 𝜎(𝑥𝑡𝑊𝑖 + ℎ𝑡−1𝑢𝑖 + 𝑏𝑖)  
𝑜𝑡 = 𝜎(𝑥𝑡𝑊𝑜 + ℎ𝑡−1𝑢𝑜 + 𝑏𝑜)                       (12) 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑥𝑡𝑊𝐶 + ℎ𝑡−1𝑢𝐶 + 𝑏𝐶) 

𝐶𝑡 = 𝜎(𝑓𝑡 + ℎ𝑡−1𝑖𝑡 × �̃�𝑡)  

ℎ𝑡 = 𝑡𝑎𝑛ℎ(�̃�𝑡) × 𝑜𝑡  
 

𝑊𝑞 , 𝑢𝑞contain the weights for inputs and recurrent 

connections, where i represents the input gate, o 

represents the output gate, f represents the forget 

gate or memory gate, 𝐶𝑡represents the current cell  

state, and �̃�𝑡is the new candidate value for the cell 

state. σ represents the sigmoid function 

 

2.4.4 GRU (Gated Recurrent Unit) 

 

GRU is a type of artificial recurrent neural network 

first introduced by [7]. It is similar to LSTM but with 

fewer parameters and also has gates like LSTM, 

which control the flow of information within the cell 

[2]  

The formulation of GRU can be given by the 

following equations: 

 
𝑟𝑡 = 𝜎(𝑥𝑡𝑊𝑟 + ℎ𝑡−1𝑢𝑟 + 𝑏𝑟)  
𝑧𝑡 = 𝜎(𝑥𝑡𝑊𝑧 + ℎ𝑡−1𝑢𝑧 + 𝑏𝑧)  

ℎ̃𝑡 = 𝑡𝑎𝑛ℎ(𝑥𝑡𝑊ℎ + 𝑢ℎ(𝑟𝑡ℎ𝑡−1) + 𝑏𝑓)            (13) 

ℎ𝑡 = 𝑧𝑡 × ℎ𝑡−1 + (1 − 𝑧𝑡) × ℎ̃𝑡  
 

Where 𝑟𝑡 represents the reset gate, 𝑧𝑡 represents the 

update gate, ℎ̃𝑡 represents the candidate state, and 

ℎ𝑡 represents the outputs. 𝑥𝑡 represents the inputs, 

and 𝑊𝑞 , 𝑈𝑞represent the weights for each gate, and 

𝑏𝑞represents the bias for each gate. 

 

2.5 Comparison Metrics 

 

2.5.1 Mean Squared Error (MSE) 

 

It is the square of the difference between the 

estimated values and the true values, also known as 

the mean square deviations [6,32]. 

It can be expressed by the following formula 

 

𝑀𝑆𝐸 =
∑ (𝑦𝑖−�̂�𝑖)

2𝑛
𝑖=1

𝑛
            (14) 

 

3. Discussion of Result 
 

In this aspect of the study, practical application will 

be carried out on real data, which is the data of power 

generators in Iraq. The number of observations was 

3000, with one dependent variable, which is the 

actual operating capacity. The independent variables 

are as follows: 

𝑋1: Number of people using the power generator. 

𝑋2: Number of amperes. 

𝑋3: Amount of water used for cooling, measured in 

cubic meters. 

𝑋4: Number of daily operating hours in summer. 

𝑋5: Design capacity of the generator, measured in 

kilovolts. 

𝑌 : The power used in the station, measured in 

kilovolts. 

Python and R were used to obtain the results of the 

comparison between the methods mentioned above, 

while Excel was used to create the figures 
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First, Outliers value in the data will be detected, 

by observing the Figure (1), it was confirmed that 

there were outliers in the data used in the research. 

 

 
Figure 1. Box Plot of Research Variables 

 

 Second, several normalization methods were used 

on the data, including Min-Max, and Z-score. Both 

Robust methods and Neural Networks were applied 

before and after data normalization. The tables 

below show the results of the methods 

 
Table 1. MSE for the robust methods (LTS, MM, MCD) 

Method No Normalization Min Max Z – Score 

LTS 14602.25 0.000589 0.21874 

MM 13824.41 0.000557 0.207088 

MCD 20587.78 0.00082 0.304335 

 

From Table 1, Firstly the Least Trimmed Squares 

(LTS) method demonstrates a Mean Squared Error 

(MSE) of 14,602.25 without any normalization. 

With Min-Max normalization, the MSE significantly 

decreases to 0.000589, This suggests that Min-Max 

normalization greatly enhances the model's 

precision. when Z-score normalization is applied, 

the MSE increases to 0.21874 

Secondly for the MM method, the MSE is 13,824.41 

without normalization, indicating it performs 

slightly better than LTS in terms of model fit under 

the same conditions. When Min-Max normalization 

is applied, the MSE decreases to 0.000557, with Z-

score normalization, the MSE rises to 0.207088, the 

model still retains a good level of explanation. 

And thirdly Minimum Covariance Determinant 

Method (MCD): The Minimum Covariance 

Determinant (MCD) method exhibits the highest 

MSE of 20,587.78 among the methods without 

normalization, indicating the poorest model 

performance. When Min-Max normalization is 

applied, there is decrease in MSE to 0.00082 with Z-

score normalization, the MSE increases to 0.304335. 

The Figure 2 shows the results of the MSE values for 

the robust methods. From Table 2 at the first layer 

and with the architecture (5,16,32,1) and The Relu 

activation function , we find that the recurrent neural  

Table 2. MSE for (𝑅𝑁𝑁, 𝐿𝑆𝑇𝑀, 𝐺𝑅𝑈) in (5,16,32,1) 

Relu 

Method No Normalization Min-Max Z-Score 

RNN ( 8818.166 0.000362 0.09232 

LSTM 10430.51 0.000437 0.128695 

GRU 10360.36 0.000427 0.114054 

 

network (RNN) is the best when No Normalization 

is applied, Min-Max and Z-Score are 8818.166, 

0.000362, 0.09232 respectively, then GRU and the 

worst is the Long Short-Term Memory (LSTM) 

neural network. And we find that the performance of 

all networks is better when use normalization Min-

Max from use normalization Z-score.  

 
Table 3. MSE for (𝑅𝑁𝑁, 𝐿𝑆𝑇𝑀, 𝐺𝑅𝑈) in 

(5,16,32,46,128,1) Relu 

Method No Normalization Min Max Z – Score 

RNN 8019.848 0.000319 0.01971 

LSTM 9195.427 0.000509 0.116505 

GRU 9364.466 0.000407 0.0683 

 

From Table 3 at the second layer and with the 

architecture (5,16,32,64,128,1) and activation 

function Relu, we find that the recurrent neural 

network (RNN) is the best when No Normalization 

applied, Min-Max and Z-Score are 8019.848, 

0.000319, 0.01971 respectively, then GRU and the 

worst is the LSTM neural network.. And we find that 

the performance of all networks is better when use 

normalization Min-Max from use normalization Z-

score. 

 
Table 4. MSE for (𝑅𝑁𝑁, 𝐿𝑆𝑇𝑀, 𝐺𝑅𝑈) in (5,16,32,1) Elu 

Method No Normalization Min-Max Z-Score 

RNN 8770.89 0.000439 0.127438 

LSTM 10631.54 0.00046 0.122037 

GRU 10150.01 0.000433 0.115523 

 

From Table 4 at the first layer and with the 

architecture (5,16,32,1) and activation function Elu, 

we find that the recurrent neural network (RNN) is 

the best when No Normalization , Min-Max applied 

are 8770.89, 0.000439 respectively, then GRU in Z-

Score is the best 0.115523 and the worst is the LSTM 

neural network. And we find that the performance of 

all networks is better when use normalization Min-

Max from use normalization Z-score. 

 
Table 5. MSE for (𝑅𝑁𝑁, 𝐿𝑆𝑇𝑀, 𝐺𝑅𝑈) in 

(5,16,32,46,128,1) Elu 

Method No Normalization Min-Max Z-Score 

RNN 7378.68 0.000449 0.119734 

LSTM 9867.532 0.000452 0.114292 

GRU 9781.464 0.000451 0.10542 

 

From Table 5 at the second layer and with the 

architecture (5,16,32,64,128,1) and activation 
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function Eelu, we find that the recurrent neural 

network (RNN) is the best when No Normalization, 

Min-Max applied are 7378.68, 0.000449 

respectively, then GRU in Z-Score is the best 

0.10542 and the worst is the LSTM neural network. 

And we find that the performance of all networks is 

better when use normalization Min-Max from use 

normalization Z-score  

 
Table 6. MSE for (𝑅𝑁𝑁, 𝐿𝑆𝑇𝑀, 𝐺𝑅𝑈) in (5,16,32,1) 

Selu 

Method No Normalization Min-Max Z-Score 

RNN 9200.705 0.000430 0.127435 

LSTM 10356.83 0.000425 0.114607 

GRU 9342.068 0.000449 0.111234 

 

From Table 6 at the first layer and with the 

architecture (5,16,32,1) and activation function Selu, 

we find that the recurrent neural network (RNN) is 

the best when No Normalization applied 9200.705, 

the best in LSTM neural network in Min Max is 

0.000425 is 0.000425 , then GRU in Z-Score is the 

best 0.111243 And we find that the performance of 

all networks is better when use normalization Min-

Max from use normalization Z-score  

 
Table 7. MSE for (𝑅𝑁𝑁, 𝐿𝑆𝑇𝑀, 𝐺𝑅𝑈) in 

(5,16,32,46,128,1) Selu 

Method No Normalization Min-Max Z-Score 

RNN 6650.176 0.000451 0.125067 

LSTM 9674.384 0.00047 0.104169 

GRU 4684.58 0.000408 0.092007 

 

From Table 7 at the second layer and with the 

architecture (5,16,32,64,128,1) and activation 

function Selu, we find that the GRU is the best when 

No Normalization, Min-Max and Z-Score are 

4684.58, 0.000408,0.092007 respectively, And we 

find that the performance of all networks is better 

when use normalization Min-Max from use 

normalization Z-score 

 
Figure 2. MSE for Robust regression methods no-

normalization 

 

 
Figure 3. MSE for Robust regression methods Min-Max 

 

 
Figure 4. MSE for Robust regression Z-score 

 

 
Figure 5. MSE for all Artificial Neural Network in no-

normalization 
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Figure 6. MSE for all Artificial Neural Network in Min-

Max 

 

 
Figure 7. MSE for all Artificial Neural Network in Z-

score 

 

The figures (2,3,4) shows the results of the MSE 

values for the robust methods. We find a summary 

of the best methods, in no-normalization, Min-Max 

and Z-Score methods. the MM method, is the best. 

In the figure (5) we find a summary of the best 

methods , in no-normalization methods GRU neural 

network (5,16,32,64,128,1) with the selu activation 

function achieves, is the best. 

In the figure (6) we find a summary of the best 

methods When using the Min-Max transformation, 

the RNN neural network (5,16,32,64,128,1) with the 

Relu activation function is the best. 

In the figure (7) we find a summary of the best 

methods When using the Z-score transformation, the 

RNN neural network (5,16,32,64,128,1) with the 

Relu activation function is the best. 

 

4. Conclusion 
 

The results of the practical application yielded 

several important conclusions regarding the 

effectiveness of robust methods and neural networks 

in managing data variability and outlier impacts. 

Both normalization techniques significantly improve 

the performance of the models, especially the 

normalization of Min-Max is the best for all (Robust 

methods and neural networks). 

 For the Robust methods, the MM method was 

consistently the best, giving the lowest mean square 

error across all normalization techniques, indicating 

that it is the most robust method for this dataset, 

followed by the LTS method. The worst was the 

MCD method, which is less effective in dealing with 

outliers compared to LTS and MM.  

As for the neural networks, the results indicate that 

RNN models, especially with deeper architectures, 

show superior performance across different 

activation functions and normalization techniques, 

especially with the Relu and Elu activation 

functions. It is worth noting that the Selu activation 

function in the GRU model with depth shows great 

performance, confirming its effectiveness the 

accuracy of the model. The worst performance of the 

networks was for the LSTM neural network. In 

general, the choice of model architecture, activation 

function, and normalization technique plays a crucial 

role in improving performance in artificial neural 

networks. 

The findings underscore the critical role of 

normalization in enhancing the performance of 

neural networks while reaffirming the robustness of 

certain statistical methods in the presence of outliers. 
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