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Abstract:  
 

Human gesture and motion recognition systems have garnered major attention in recent 

years owing to their potential applications in fitness tracking, rehabilitation, and sports 

performance analysis. This research presents the implementation of a novel technique 

for the real-time detection and recognition of human gestures, specifically focusing on 

lower-body exercises such as squats. The proposed method leverages deep learning 

models combined with computer vision and motion capture technologies to accurately 

distinguish between correct and incorrect exercise forms. The system is trained using a 

dataset comprising annotated video recordings of various squat exercises, with key 

body landmarks extracted to track joint movements and detect posture anomalies. The 

core of the proposed technique involves a machine learning-based classification model 

that analyses the temporal and spatial features of human movement, providing 

corrective feedback to users. Gauge the model's performance utilising standard metrics 

like accuracy, and precision, and recall, along with F1-score, achieving an impressive 

accuracy rate of 97%, with high precision (95%), and recall (96%), and F1-score 

(95.5%). Moreover, a confusion matrix along with classification report are generated to 

gauge the model's effectiveness in distinguishing between correct and incorrect squat 

forms. This research adds to human motion detection by offering a robust, accurate, and 

scalable solution for real-time exercise correction, with potential applications in both 

fitness and rehabilitation domains. 

 

1. Introduction 
 

Human body gesture recognition is a significant 

research domain within computer vision [1]. The 

research methodologies for gesture identification 

include almost all theories and technologies within 

the domain of computer vision, counting pattern 

recognition, and machine learning (ML), and 

artificial intelligence (AI), and visual graphics, 

along with statistics. Motion detection and gesture 

recognition have gained significance across several 

fields, including healthcare, sports, and fitness 

monitoring. In the realm of exercise, especially 

strength training, these technologies are essential 

for evaluating and enhancing performance. Gesture 

recognition, used in workout regimens, provides 

immediate feedback on body location, movement 

accuracy, and posture alignment [2].  
 

 
Figure 1. Directions of human motion analysis [2]. 

 

The use of motion detection into fitness programs 

might transform individuals' approach to exercise. 

By detecting and analysing motions in real-time, 

users may get rapid remedial feedback, so 

improving exercise performance and mitigating bad 

posture or risky movements that may result in 
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damage. Notwithstanding the progress in motion 

tracking technology, the detection and recognition 

of human gestures and movements, especially 

during intricate exercises, continues to pose a 

considerable problem [3]. 

The significant unpredictability of human motion, 

together with environmental variables like camera 

angle, illumination, and occlusions, might result in 

erroneous gesture identification. This leads to an 

absence of dependable and uniform feedback for 

people doing workouts [1]. This study aims to 

provide an innovative method for detecting human 

gestures and movements that improves the 

precision of exercise identification, especially for 

lower-body workouts like squats. This suggested 

technique emphasises the utilisation of 

sophisticated ML algorithms for live motion 

monitoring and analysis. The system utilises feature 

extraction methods and corrective feedback systems 

to provide personalised training suggestions, 

ensuring users execute each movement accurately 

and securely [4]. The ability to monitor exercises in 

real-time could also lead to more effective training 

programs tailored to individual needs. Literature 

review explained in next section. 

 

2. Literature Review 
 

The following literature review explores various 

advancements in human motion and gesture 

recognition systems, particularly focusing on the 

integration of deep learning, wearable sensors, and 

computer vision techniques. These studies present 

different methodologies aimed at improving 

accuracy, efficiency, and real-time analysis in 

gesture recognition tasks, 

 

 
Table 1.  literature survey of existing methods for human gesture recognition. 

Author and Year Methodology Key findings 

Wu and Jafari [5] Proposed an orientation-agnostic method 

for activity and gesture identification that 

utilised wearable motion sensors. 

Executed signal processing that 

functioned regardless of sensor 

orientation. Evaluated on activities of 

daily living and hand gesture recognition. 

 

Achieved 98.2% accuracy in activity 

recognition and 95.6% accuracy in hand 

gesture recognition with subject-

dependent testing. The proposed method 

showed robustness against sensor 

orientation variations. 

Bu [6] Employed deep convolutional neural 

networks (CNN) for the extraction of 

human motion posture features for topic 

modelling. Proposed a down sampling 

methodology to address variations in size 

and form. Utilised the technique for the 

identification of basketball gestures. 

 

CNN feature maps derived from 

convolutional layers provided superior 

discriminating compared to conventional 

feature maps. The suggested two-stage 

data partition enhanced gesture 

recognition, with four classifiers attaining 

precise identification of diverse basketball 

moves. 

 

Xia et al. [7] Created a system for recognising human 

motion gestures via Kinect skeletal joint 

data and deep neural networks. A local 

recognition area and a sampling kernel 

function were introduced. 

 

Achieved 93% classification accuracy and 

88% recall with a recognition time of 

17.8s. The deep neural network model 

significantly improved human motion 

gesture recognition accuracy and 

efficiency. 

Ye and Zheng [8] Developed a modular, and high-accuracy, 

and low-latency Human Gesture 

Recognition (HGR) system using deep 

learning and robotics. Introduced content 

extraction and model compression 

techniques. 

Increased inference speed by 2.4x and 

compressed model parameters by 67%. 

The system demonstrated significant 

improvements in performance, confirming 

the effectiveness of the approach for 

fitness motion detection. 

Yeh et al. [9] Applied image recognition, motion 

detection, and AI for live identification 

along with analysis of human movements. 

Used OpenCV and Media Pipe 

technology to assess movement 

correctness. 

Successfully developed a system 

integrating virtual avatars with real human 

movements for fitness exercises. This 

system provided real-time feedback, 

enhancing the user experience and 

engagement, especially for elderly users, 

by merging fitness with entertainment. 

 
Notwithstanding considerable progress in human gesture 

identification and motion detection, the majority of 

approaches continue to face challenges with real-time 

processing in dynamic settings and diverse individual 

circumstances. Moreover, despite the exploration of  

 

numerous approaches such as deep learning and motion 

sensors, a gap persists in the integration of these 

solutions. Therefore, the utilisation of ML algorithms for 

live motion monitoring and analysis enhances the quality 

of physical training, rehabilitation, and long-term fitness 
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monitoring. The system utilises feature extraction 

methods and corrective feedback systems to provide 

personalised training suggestions, ensuring users execute 

each movement accurately and securely. 

 

3. Methodology 
 

This investigation follows a mixed-methods tactic 

merging qualitative along with quantitative 

methodologies. It employs a data-driven approach to 

develop a machine learning-based system for 

recognizing human gestures, particularly focusing on 

exercise-specific movements [10].  The hardware for this 

human gesture and motion recognition system consists 

of a high-resolution camera for capturing real-time video 

footage of the user performing exercises, along with a 

motion capture setup to track body landmarks and joint 

movements. The system leverages a powerful computing 

unit equipped with a GPU to process the deep learning 

models, ensuring real-time analysis of the captured data 

for accurate exercise form detection and feedback. The 

approach involves three primary phases: 

 

3.1 Data Collection 

 

Data collection is the foundation of this research, 

providing the necessary input for training along with 

testing the ML models. The process consists of the 

following steps: 

 

 

1. Exercise Selection: The research focuses on 

exercises that emphasize lower-body strength, 

particularly squats. Several squat variations are 

considered, such as bodyweight squats, jump squats, 

and pistol squats. 

2. Dataset Creation: To train the model, video datasets 

were recorded of individuals performing various 

squat exercises. These videos are annotated to 

indicate correct and incorrect squat forms. 

Annotations include data such as joint angles, body 

posture, and the phase of the squat (descent, bottom, 

ascent).  

3. Sample Size: The total sample size includes video 

data from 50 participants, comprising both male and 

female individuals of varying age groups and fitness 

levels, to ensure diverse and representative data. 

Each participant performed multiple repetitions of 

the squat exercises, resulting in a comprehensive 

dataset with annotated joint angles, body postures, 

and different phases of the squat. 

4. Preprocessing: The recorded video and sensor data 

are processed to extract relevant features, including 

joint coordinates, movement patterns, and temporal 

information. The data are normalized and pre-

processed to ensure consistency and reduce noise 

before feeding it into the machine learning model 

[11]. 

 

 
 

Figure 2. Flowchart of proposed model 

 

 

Feature Extraction 

 
1. Pose Estimation: Using computer vision 

techniques (e.g., OpenCV and Media Pipe), the system 

tracks key body landmarks (e.g., joints and torso) to 

extract skeletal poses. These key points are used to 

define the motion trajectory of the individual during the 

squat [12].  

2. Temporal Features: Motion in exercises like 

squats is dynamic, so the model must understand the 

sequence of movements over time. Temporal features 

such as velocity, acceleration, and angular changes of 

joints are extracted to track the movement phases. 

 

4. Result And Discussion 

 

Evaluation Metrics for Squat Detection 

Model 

 
To authenticate the working of the proposed network the 

squat detection dataset used. 
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Figure 3.  Evaluation Metrics for Squat Detection Model 

 

Table 2. Evaluation metrics 

Metric Value 

Accuracy 97% 

Precision 95% 

Recall 96% 

F1 Score 95.5% 

Specificity 94% 

 

1. Accuracy (97%) 

The model's accuracy of 97% means that it correctly 

identifies squats with correct or incorrect form 97% of 

the time. This accuracy rate indicates that the model is 

overall very reliable in distinguishing between correct 

and incorrect squats. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
         (1)      

                                    

2. Precision (95%) 

The precision of 95% shows that out of all the squats the 

model predicted as "correct," 95% were actually 

performed correctly. This metric highlights the model’s 

ability to avoid false positives, meaning it does not 

frequently misclassify incorrect squats as correct. High 

precision is crucial for maintaining trust in the feedback 

provided by the model. 

3. Recall (96%) 

With a recall of 96%, the model successfully identifies 

96% of all true "correct" squat instances. This metric is 

essential for ensuring that the model is capturing most 

correct forms when they appear, minimizing the 

likelihood of missing correct squats. High recall is 

particularly valuable when the goal is to recognize 

correct movements to guide exercise. 

 

4. F1 Score (95.5%) 

The F1 Score (harmonic average of precision and recall) 

is 95.5%. This metric delivers a balanced measure, 

showing that the model maintains both high precision 

and high recall. A great F1 Score indicates that the 

model has a well-rounded performance, effectively 

balancing the need to avoid false positives along with 

false negatives. 

 

5. Specificity (94%) 

The specificity of 94% reflects the model’s ability to 

accurately recognize incorrect squats. It correctly 

identifies 94% of all instances that are truly "incorrect," 

minimizing false negatives (i.e., cases where incorrect 

squats are labeled as correct). High specificity is 

valuable for a corrective model, as it ensures that users 

receive accurate feedback on incorrect movements, 

helping them to improve their form. 

 
Figure 4. Model accuracy over epochs 
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Confusion Matrix 

A confusion matrix presents an overview of true 

positives (TP: 940), false positives (FP: 30), true 

negatives (TN: 890), and false negatives (FN: 40), 

facilitating the assessment of your model's ability to 

distinguish between right and wrong inputs. 

 

Table 3.  Confusion matrix 
 Predicted Correct Predicted Incorrect 

Actual Correct 940 40 

Actual Incorrect 30 890 

 

 
Figure 5.  Confusion matrix for squat detection model 

 

Classification Report (Precision, Recall, F1 Score for 

each Class) 

A classification report illustrates precision, and recall, 

along with F1 Score for each class (correct vs. incorrect 

squat) individually, helping identify if the model 

performs differently across categories. 

Table 4.  Classification Report  

Class Precision Recall F1 Score 

Correct Squat 97% 96% 96.5% 

Incorrect Squat 94% 95% 94.5% 

 

 
Figure 6.  Precision, Recall and F1 score for each class 

 

Error Analysis by Squat Stage 

 

By analysing distinct phases of a squat (descent, bottom, 

ascent) to identify prevalent mistakes, one can show this 

data in a table and pie chart to highlight which periods 

need improvement. 

 

Table 5.  Error analysis by squat stage 

Squat Stage Percentage of Errors 

Descent 40% 

Bottom 25% 

Ascent 35% 

 

 
Figure 7.  Error distribution by squat stage 

 

Model Performance by Epoch (Accuracy 

and Loss) 
 

Monitoring accuracy and loss across training epochs 

offers insights into the process of model training and 

aids in identifying underfitting or overfitting problems. 

 

Table 6.  Model Performance by Epoch 

Epoch Training 

Accuracy 

 

Validation 

Accuracy 

Training 

Loss 

Validation 

Loss 

1 80% 78% 0.40 0.45 

2 85% 83% 0.35 0.40 

3 88% 87% 0.30 0.35 

4 90% 89% 0.28 0.33 

… … … … … 

10 97% 97% 0.15 0.18 

The training and validation accuracy both show a steady 

increase throughout the epochs, reaching 97% by epoch 

10, indicating effective learning and model 

generalization as seen in figure (a) The training along 

with validation loss steadily decrease, indicating the 

model is becoming increasingly confident in its 

predictions and is not overfitting upon the training data 

is seen in figure (b). The model’s training accuracy 

increases from 80% to 97%, and the validation accuracy 

similarly reaches 97%. The training loss drops from 0.40 

to 0.15, and the validation loss follows the same trend, 

indicating the model is adapting effectively and 

generalizing well to new data. 
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Figure 8. (a) Model accuracy over epochs, (b) model loss over epochs 

 

The model demonstrates high accuracy in detecting both 

correct and incorrect squats, with an accuracy rate of 

97%. The precision along with recall values indicate the 

model works well in spotting correct squats and 

minimizing false positives and false negatives. Model 

performance improves consistently across epochs, 

achieving an optimal accuracy of 97% and low loss, 

ensuring effective learning. These results show that the 

model is effective for real-time squat detection and 

feedback, providing valuable information to users for 

improving their exercise form. 

 

5. Conclusion 

The implementation of the proposed technique for 

human gesture and motion detection/recognition for 

specific exercises, such as squats, has demonstrated 

promising outcomes concerning accuracy, reliability, 

and usability. The integration of advanced ML 

algorithms, like deep neural networks, with motion 

detection technologies like OpenCV and Media Pipe has 

proven to be effective for real-time recognition of human 

motion, particularly for complex exercises. Key findings 

from the evaluation indicate that the system achieves 

high accuracy (97%), and precision (95%), and recall 

(96%) for detecting correct and incorrect squat forms. 

These metrics highlight the model's competence to 

differentiate between correct and incorrect movements 

with high reliability, ensuring that users receive accurate 

feedback during exercise routines. The F1 score (95.5%) 

and specificity (94%) further underline the balance 

between identifying correct squats and minimizing 

misclassification of incorrect forms, which is crucial for 

maintaining trust in the system's feedback. Additionally, 

the error analysis revealed that most errors occur during 

the descent phase of the squat, suggesting that the 

model can benefit from further optimization in 

recognizing movement intricacies during this phase. The 

system's performance over training epochs also showed a 

steady improvement in accuracy and a significant drop in 

loss, demonstrating the model’s capacity to learn and 

generalize effectively. the proposed human gesture and 

motion recognition technique offers a valuable 

contribution to fitness technology, combining the power 

of computer vision and machine learning to enhance 

exercise effectiveness, reduce the risk of injury, and 

foster better engagement in physical activities. 
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