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Abstract:  
 

Multimodal sentiment analysis (MMSA) is a research method that extracts effective 

information from heterogeneous modal information. Then, MMSA processes the 

multimodal data and performs sentiment analysis. Along with big data and machine 

learning development, multimodal sentiment analysis has become a hot research 

direction in multimodal learning and natural language processing. Although various 

feature extraction methods and information fusion methods have been continuously 

proposed, challenges exist in MMSA research. First, in terms of feature extraction, pre-

trained models trained with many data sets can obtain higher quality features, but 

research on how to use these feature extraction methods to extract the best features is 

still needed. Currently, the more popular feature fusion methods do not focus on the 

interaction between multiple modal information and the retention of basic information. 

To overcome these problems a multimodal sentiment analysis model utilizes text 

features as core modal features, using video and audio modal features as auxiliary 

modal features, multimodal feature modality attention mechanism to extract the 

intrinsic connection between different modalities. The attention mechanism uses the 

features of video modality and audio modality as the focus and then enhances the text 

modality with the fusion of video modality and modality. To improve the quality of 

extracted features, this method chooses the transfer learning training method and uses 

the pre-trained model for processing. This research uses the CMU-MOSI dataset to test 

the proposed method. Experimental results show that the performance of the proposed 

model in emotion score prediction and emotion classification tasks exceeds traditional 

methods and baseline methods. 

 

1. Introduction 
 

Sentiment analysis research initially focused on 

unimodal text sentiment analysis, identifying 

sentiment tendencies by mining the text's 

vocabulary, syntax, and context features [1]. 

Traditional methods mainly rely on machine 

learning techniques, such as support vector 

machines (SVM) and naive Bayes classifiers, which 

combine sentiment dictionaries or features such as 

TF-IDF for classification [1]. With the introduction 

of deep learning, models such as recurrent neural 

networks (RNN) and convolutional neural networks 

(CNN) have demonstrated strong performance in 

sentiment analysis tasks, especially in capturing 

contextual semantics and long-term dependencies 

[2]. In recent years, many large computing 

companies have greatly improved the accuracy of 

text sentiment analysis by using pre-trained 

language models and increasing the corpus [3]. 

For example, a text may have sarcasm or 

ambiguity, but voice intonation or facial 

expressions can compensate for this deficiency. 

Therefore, Multimodal sentiment analysis has 

emerged, improving the robustness and accuracy of 

emotion recognition by integrating multiple 

modalities (such as text, voice, and images) [4]. 

Voice data contains rich emotional clues, such as 

intonation, volume, and rhythm; images, especially 

facial expressions, can intuitively reflect emotional 
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changes. Combining multimodal data can improve 

the model's emotional understanding ability and get 

closer to the human judgment mechanism of 

emotions under multi-sensory input.  

At present, the research on multimodal sentiment 

analysis mainly focuses on two directions: 1) how 

to effectively integrate data from different 

modalities [4,5], and 2) how to deal with the 

inconsistency and missingness of multimodal data 

[6-28]. Early studies mostly used feature-level 

fusion methods, that is, directly connecting or 

weighting the features of text, speech, and images 

[6]. However, it is difficult to capture the 

interactive relationship between modalities fully. In 

recent years, deep learning-based attention 

mechanisms and graph neural networks have been 

widely used to model information interaction 

between modalities, significantly improving the 

performance of multimodal sentiment analysis. 

Recently, deep learning methods have brought new 

ideas to information fusion. Attention mechanisms 

and graph neural networks (GNNs) based on deep 

learning have been widely used in modeling inter-

modal interactions. For example, the attention 

mechanism can dynamically adjust the contribution 

weights of different modalities to sentiment 

analysis, thereby improving the fusion effect [7]; 

GNN captures the high-order interaction 

relationship of multimodal data by constructing an 

inter-modal relationship graph, effectively solving 

the problem of insufficient modeling of modal 

correlation in traditional methods [8]. In addition, 

methods such as cross-modal alignment and co-

learning representation have also become research 

hotspots. Cross-modal alignment technology aims 

to map data of different modalities to a shared 

semantic space to reduce the heterogeneity problem 

between modalities [9]; co-learning representation 

learning uses a joint optimization strategy to 

complement each modality's information and 

improve the overall performance of sentiment 

analysis. 

Early text sentiment analysis methods mostly 

combined sentiment lexicons with traditional 

machine learning algorithms. In recent years, 

language models based on deep learning (such as 

BERT) have greatly improved the accuracy of text 

sentiment analysis [10]. The advantage of the text 

modality is the strong ability to parse explicit 

expressions of emotions. Its accuracy in emotion 

recognition is usually higher than other modalities, 

especially when processing structured data.  

Visual modality sentiment analysis focuses on 

emotional signals in images or videos, especially 

non-verbal features such as facial expressions and 

body language. Models based on convolutional 

neural networks (CNNs) perform well in facial 

expression recognition tasks and can automatically 

extract local features related to emotions in images 

[11]. Visual modality has a unique advantage in 

providing intuitive emotional clues, but its accuracy 

may be limited by factors such as lighting [29], 

occlusion [30], individual differences [31], and 

cultural background [32]. Although unimodal 

sentiment analysis has made great progress, it isn't 

easy to fully reflect real emotions by relying solely 

on information from a single modality [33]. There 

are still some challenges in recognizing implicit 

emotions, such as sarcasm and puns [34]. 

Auditory modality sentiment analysis mainly 

analyzes speech signals and captures emotional 

information through intonation, speech rate, pitch, 

and energy [12]. The auditory modality can capture 

dynamic and subtle emotional changes and is 

suitable for identifying complex emotional states. 

However, its accuracy is easily affected by 

background noise, recording quality, and language 

differences, resulting in its lack of robustness in 

practical applications. 

In comparisons of single-modality sentiment 

analysis, text modality often performs the best, 

especially when deep learning techniques are used. 

It shows strong sentiment recognition capabilities 

[13]. However, in practical applications, there is no 

absolute advantage or disadvantage between the 

modalities, and the applicability of different 

modalities depends on specific task requirements 

and data environments. Various modal data also 

provide important research impetus for developing 

multimodal sentiment analysis. 

Based on previous research, this paper proposes a 

multimodal emotion analysis model with text 

modality as the central modality and visual and 

auditory modalities as auxiliary modalities because 

text modality as the basic modality can provide 

more detailed basic emotion information, and 

auditory modality and visual modality are used as 

auxiliary information. This model simulates how 

humans perceive video emotions: first, understand 

the central content by understanding the text 

information and then judge the text by observing 

multimodal information such as actions, sounds, 

and expressions, such as whether it contains 

sarcasm or hidden emotions. The information 

fusion method belongs to feature-level fusion but is 

not a simple model splicing. Instead, the feature 

vectors of the three modalities are unified in 

dimension, and then the visual and auditory 

features are used to assist in optimizing the text 

features. In terms of optimization, the attention 

mechanism should be used to explore the potential 

relationship between the visual modality, the 

auditory modality, and the text features. For the 

dataset, the study selected the CMU-MOSI dataset, 
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which is a public multimodal dataset video file 

commonly used in sentiment analysis experiments. 

It includes many video clips collected on 

YOUTUBE and annotated with sentiment labels.  

A multimodal sentiment analysis model was 

introduced, focusing primarily on the text modality 

while incorporating an improved attention 

mechanism to integrate visual and auditory features 

into textual features. For data extraction, transfer 

learning was employed to obtain more accurate 

modality features. Compared to simple baseline 

methods, this model demonstrates a more effective 

and reasonable improvement in the accuracy of 

multimodal sentiment analysis on the CMU-MOSI 

dataset. 

In the following part of this paper, the second part 

reviews current research on multimodal sentiment 

analysis and transfer learning, the third part 

presents a detailed experimental model framework, 

and the fourth part presents the experimental results 

and data analysis. The fifth part summarizes the 

results of this paper and provides prospects. 

2. Literature Review 

2.1 Multimodal Sentiment Analysis 

 

Multimodal sentiment analysis combines 

information from multiple modalities (such as 

speech, text, and visual signals) to achieve more 

comprehensive and accurate emotion recognition in 

complex situations. Single-modal sentiment 

analysis may perform well in specific scenarios. 

Still, its performance is often disappointing when 

the emotional expression is complex, the modal 

information is insufficient, or the noise interference 

is serious. Therefore, multimodal sentiment 

analysis has gradually become a research hotspot in 

sentiment analysis because the data it uses can 

complement each other's missing information and 

fully use the data's effectiveness [5]. 

Early multimodal sentiment analysis research 

usually adopts feature- or decision-level fusion to 

model information from different modalities at 

different times jointly. For example, in extracting 

audio features of speech, word vector features of 

text, and expression features of vision, feature 

splicing is directly performed, and classification is 

performed using models such as support vector 

machines or random forests. However, this method 

faces the problems of heterogeneous feature 

expressions and time series alignment between 

modalities, and its effect is limited. Alternatively, a 

single-modal analysis is performed first to obtain 

the classification result directly. Then, the 

prediction results of each modality are integrated 

using a weighted average, voting mechanism, or 

maximum strategy. Finally, the sentiment analysis 

result is output. These methods are relatively easy 

to implement but require manual setting of weights 

or rules, and their performance is very limited in 

complex emotion expression scenarios [4,5]. 

Deep learning methods have significantly improved 

the performance of multimodal sentiment analysis. 

Models based on deep neural networks can achieve 

automatic learning and effective fusion of modal 

features. For example, RNN and LSTM are widely 

used to process time series modalities (such as 

speech and video), while CNN can extract local 

sentiment features in image modalities [14]. In 

addition, the introduction of the attention 

mechanism enables the model to dynamically 

model the model according to the context of 

emotional expression, further enhancing the feature 

extraction effect [15]. 

The rise of deep learning has significantly changed 

the way feature extraction is extracted, from 

manually designed features to data-driven 

automated feature learning. This method is based 

on the ability of large models to train neural 

networks to extract emotion-related features from 

raw data, which not only improves the 

expressiveness of features but also effectively 

solves the problem of different data being difficult 

to model uniformly. 

Although multimodal sentiment analysis has made 

significant progress, it still faces challenges, such as 

excessive modal information categories (such as the 

lack of some modalities), differences in cross-

cultural emotional expressions, and the 

interpretability of emotion recognition systems and 

real-time issues. Future research directions include 

stronger modeling of modality missing robustness, 

more efficient cross-modal alignment methods, and 

domain-specific emotion dynamics modeling. 

 

2.2 Feature Extraction and Transfer Learning 

 

Feature extraction is the core of sentiment analysis. 

It extracts effective features from multimodal data 

to provide usable and effective information for 

sentiment recognition models. Good feature 

extraction methods can reduce noise and 

interference in data [16]. With the development of 

technology, feature extraction has transformed 

traditional manual feature extraction into automatic 

feature extraction driven by deep learning. 

The rise of deep learning has significantly changed 

the way feature extraction is extracted, from 

manually designed features to data-driven 

automated feature learning. This method uses deep 

neural networks to automatically extract emotion-

related features from raw data, improving the 

expressiveness of the features and effectively 
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solving the problem of unified modeling of 

heterogeneous data. 

Convolutional neural networks have a strong 

performance in image processing, so they are often 

used as the core technology for visual modality 

feature extraction. CNN can extract local features 

through multi-layer convolution operations and 

gradually form high-level semantic representations. 

For example, models such as AlexNet and VGGNet 

are used for facial expression emotion analysis, 

automatically extracting the edge, texture, and 

semantic information of the expression area and 

converting it into a visual feature vector [17]. In 

addition, researchers have further improved the 

CNN structure to adapt to emotion recognition 

tasks, such as extracting facial key points and 

emotion feature points through multi-task joint 

learning [18]. 

Recurrent neural networks and related models 

(LSTM, GRU) are widely used for feature 

extraction in language and visual modalities 

because they can construct time-dependent 

sequence data, as the context of language and 

human expressions are time-dependent. RNNs can 

capture the dynamic characteristics of data that 

change over time and are an important tool for 

audio sentiment analysis. For example, by inputting 

audio waveforms or mel-spectrograms, LSTM 

models can learn the temporal dependencies of 

emotional signals [19]. In the video modality, 

researchers applied RNNs to model continuous 

expression changes, significantly improving the 

accuracy of time series emotion recognition [20]. 

The Transformer architecture and its variants 

(BERT, ViT) have demonstrated powerful feature 

extraction capabilities in sentiment analysis tasks. 

Due to its excellent encoding method and model 

design, the Transformer can capture long-term 

correlations between different modalities. For 

example, the BERT model excels in processing text 

information. It learns general language 

representations through pre-training and then 

adjusts them to achieve efficient and general 

sentiment classification [3]. The ViT model in the 

visual modality breaks away from the limitations of 

traditional CNNs by directly processing image 

patches, showing great potential in feature 

extraction [21]. 

Although deep learning-driven automatic feature 

extraction has achieved great success in sentiment 

analysis, it still faces some challenges: the features 

extracted by deep learning are generally high-

dimensional and lack intuitive interpretability; there 

are also differences between modalities, and data 

alignment and weight distribution are also issues 

that need to be addressed when facing feature 

fusion. Future research directions mainly include 

more accurate and effective small-sample learning 

methods, enhancing the interpretability of extracted 

features, and finding a suitable multimodal general 

framework [35,36]. 

Transfer learning is one of the important research 

directions in machine learning in recent years. It 

effectively alleviates the bottleneck problem of 

insufficient training data by transferring knowledge 

learned in one field (source domain) to another 

related field (target domain) with limited data. 

Transfer learning is widely used in sentiment 

analysis, especially multimodal sentiment analysis. 

Transfer learning provides a new solution for 

challenges such as modality differences, task 

generalization, and data scarcity. 

Multimodal sentiment analysis needs to deal with 

heterogeneity and alignment issues between 

modalities. Transfer learning has made 

breakthroughs in the following aspects: Using rich 

data from one modality to transfer knowledge to 

another modality. For example, large-scale text 

sentiment data can guide sentiment analysis in 

audio or video modalities [22].  

By pre-training multimodal models (such as CLIP 

and FLAVA), learning joint modality 

representations, and then transferring to sentiment 

analysis tasks, the collaborative modeling 

capabilities of different modalities are improved 

[23]. Given the differences in domain distribution 

in multimodal data (such as emotional expressions 

from various cultural backgrounds), domain 

adaptation methods are used to reduce the 

differences in modal feature distribution between 

the source and target domains [24]. 
 

3. Material and Methods 

 

This paper proposes a multimodal sentiment 

analysis model, then experiments and verification 

on the multimodal sentiment dataset CMU-MOSI. 

The methodology will describe the model 

framework, data collection and preprocessing steps, 

and the final performance evaluation. 

 

3.1 Overall Experimental Framework Design 

 

Figure 1 is the text-centric multimodal sentiment 

analysis model proposed in this study. The general 

framework shows how to extract modal features 

from a multimodal video file, then align the 

features based on the time step, fuse the 

information of different modal data, and finally 

perform a weighted fusion of the two enhanced 

feature vectors to predict the sentiment score. The 

cross-modal text enhancement module adopts a 

multimodal attention model, which mainly includes 
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a multi-head attention mechanism, a weight fusion 

module, and a regression prediction layer. 

Improved multi-head attention mechanism: The text 

modality is enhanced by audio and video modality, 

respectively, to generate audio-enhanced text 

features and video-enhanced text features.  

The learnable weight parameters are introduced to 

fuse the two enhanced text features to generate the 

final multimodal representation. The multimodal 

representation is mapped to a sentiment intensity 

score (-3 to +3) through a fully connected layer. 

 

 
Figure 1. Experimental Model Framework 

 

This study chooses text as the central modality 

because text, as the main carrier of emotional 

expression, contains directly interpretable 

emotional information and relatively stable 

semantics. Text modality information contains 

vocabulary, grammatical structure, and contextual 

information of emotional expression, directly 

reflects the emotional state, and is less affected by 

noise. Therefore, it is often regarded as the core 

modality of emotional analysis tasks. Some 

researchers have shown through experiments that 

subjectivity, emotional vocabulary, and contextual 

clues in text modality play a key role in emotional 

classification tasks [4]. The CMU-MOSI dataset 

used in this paper is a multimodal sentiment 

dataset. Its original data is short video clips from 

YouTube, containing three modal information (text, 

video, and audio). Among the three features, text 

features contain stable emotional information, 

which can help us quickly understand the emotional 

content expressed by the data and obtain key 

information. 

In addition, the model uses a multi-head attention 

mechanism as an inter-modal fusion tool to increase 

the interaction between modalities and the ability to 

fuse different features. The multi-head attention 

mechanism can effectively learn the interactive 

information between different modalities and 

dynamically focus on key features, thereby 

improving the model's robustness to noise and time 

delay. Some studies [7] have shown that the 

attention mechanism can focus on the correlation 

between modalities, making the experimental 

results more accurate. In the experiment, the 

attention mechanism can help the model focus on 

the changing features of key time steps in different 

modalities, such as sentiment words reflected in 

text, fundamental frequency changes in audio, or 

environmental changes in video, thereby capturing 

the sentiment correlation between these features. In 

this way, the multi-head attention mechanism 

effectively improves the prediction accuracy of 

multimodal sentiment analysis tasks. 

In general, choosing text as the central feature can 

ensure that the model obtains stable and clear 

emotional information from text features, and using 

a multi-attention mechanism can effectively solve 

the noise and delay problems in multimodal 

emotional tasks and fully explore the modal 

interaction between text, audio, and video to 

achieve the effect of improving model accuracy. 

This design method is consistent with the research 

findings of the field literature and in line with the 

characteristics of the data used. 

 

3.2 Dataset Introduction and Data Preprocessing 

by Transfer Learning. 

 

This study selected the CMU-MOSI dataset, a 

standard public basic dataset in multimodal 

sentiment analysis. The CMU-MOSI dataset 

collects 93 YouTube videos, which contain 2199 

video clips, each of which includes the following 

information: 

Sentiment label: A continuous value in the range of 

[-3, +3], reflecting the intensity of sentiment. 
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Three modal messages: text modality, audio 

modality, video modality.  

The length of the modal data for each video clip is 

inconsistent, and the specific number of time steps 

depends on the length of the video clip. 

To conduct experiments efficiently and obtain 

better experimental preprocessing effects, this study 

loaded and preprocessed data based on CMU-

Multimodal SDK [25]. 

CMU-Multimodal SDK is an open-source toolkit 

for multimodal learning developed by Carnegie 

Mellon University, specifically designed for 

processing multimodal data (text, audio, and video). 

It provides efficient tools and methods to help 

researchers quickly load, process, and analyze 

multimodal data. It is particularly suitable for 

multimodal sentiment analysis, behavior 

recognition, and emotion detection tasks. 

CMU-Multimodal SDK integrates multiple well-

known multimodal datasets (CMU-MOSI, CMU-

MOSEI, IEMOCAP), simplifying the data 

preprocessing process. CMU-Multimodal SDK has 

an efficient feature alignment tool that supports 

time series alignment. It can synchronize audio, 

video, text, and other modal data to the same 

timeline, automatically handle asynchronous 

problems between modalities, and ensure data 

consistency during information fusion. 

In the feature extraction phase, a text feature 

extraction method based on transfer learning was 

proposed to extract sentiment features from the 

CMU-MOSI dataset for sentiment regression tasks. 

It also adopted the uptown/bert-base-multilingual-

uncased-sentiment model [37,38], leveraging its 

strong capabilities in sentiment analysis tasks and 

applying it to new tasks to obtain efficient feature 

representations of text. 

Transfer learning is a technique that leverages 

learned knowledge and applies it to different but 

related tasks. This study uses a fine-tuned pre-

trained language model trained on multilingual 

sentiment analysis tasks and can predict sentiment 

scores based on text content. The model is based on 

the BERT architecture and has strong language 

understanding capabilities, which can capture 

complex semantic and sentiment information in 

text. 

In the text feature extraction phase, performed the 

following steps: 

Data preprocessing: First, the text data in the CMU-

MOSI dataset was cleaned and preprocessed to 

ensure that the text fits the input format of the 

model. 

Text input and feature extraction: The processed 

text is input into the pre-trained model. The model 

generates contextual representations of text features 

based on its sentiment analysis capabilities, 

especially extracting the hidden layer representation 

[CLS] token as the sentiment feature of the text. 

This feature vector encodes the context and 

semantics of the input text. 

Advantages of transfer learning: Using the pre-

trained knowledge of the model, feature vectors 

with high sentiment expression capabilities can be 

obtained without additional fine-tuning. This 

enables us to quickly and efficiently provide 

reliable features for subsequent sentiment score 

regression tasks. 

Use the Facet tool for feature extraction in the 

video feature extraction process. It extracts AU1: 

inner eyebrow lift, AU6: cheek lift,  AU12: mouth 

corner pull (smile), Facial posture: describes the 

rotation and tilt angle of the head, including pitch, 

yaw, and roll, and then converts it into a related 

feature vector through its encoding method. 

Use the COVAREP tool to extract audio features. 

These features mainly include pitch, which 

indicates the high and low changes in the sound. 

Energy: Indicates the strength or loudness of the 

audio signal. Normalized Amplitude Quotient 

(NAQ) describes the characteristics of the glottal 

source. Mel-frequency cepstral coefficients 

(MFCCs): Used to capture the acoustic 

characteristics of audio. Peak Slope: Describes the 

changes in the peak in the spectrum. Energy Slope: 

Indicates the trend of energy changes over time. 

If data from different modalities cannot be 

combined simultaneously, the resulting fusion may 

have a counterproductive effect. For example, a 

certain video frame shows a smiling face, but the 

corresponding text modality is not in this time step, 

and the text modality shows anger. This may cause 

the fusion of the model to have a counterproductive 

effect. Since the time steps of different modalities 

are inconsistent, to ensure that multimodal features 

can be effectively aligned and fused on the time 

axis, this experiment uses the text modality as the 

reference modality and uses the alignment function 

provided by CMU-Multimodal SDK to align the 

audio and video modal features in time, and also 

aligns the labels to the text modality. After the 

alignment is completed, the three modal features of 

each video clip are guaranteed to be consistent in 

the time step dimension. 

To improve the model's generalization ability, 

standardize the feature-length sequences of all 

modalities to a fixed N, which can discard data 

beyond the feature sequence length or fill in the 

gaps within the feature-length to ensure that input is 

of the same length. 

The data is divided into 10 subsets; one is used as 

the test set, eight is used as the training set, and the 

remaining is used as the validation set. All modal 

features and labels are converted into PyTorch 
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tensors to facilitate subsequent model training and 

verification. 

 

3.3 Model and Algorithm Design 

 

This study proposes a text-centric sentiment 

analysis model based on a multimodal attention 

mechanism, which aims to use text as stable and 

interpretable basic information, audio and visual 

modal features as auxiliary information, and 

improve the accuracy of sentiment intensity 

prediction through multimodal feature fusion. The 

model uses a multi-head attention mechanism to 

enhance text features separately and then generates 

the final multimodal feature representation through 

weighted fusion for regression prediction of 

sentiment intensity. The design drawings of the two 

modules are similar; Figure 2 shows the structure 

diagram of the audio enhancement module. The 

structure diagram of the video enhancement module 

is like that of the audio module. 

 

 
Figure 2. Audio enhancement module structure diagram 

 

The input of the model is three modal features: 

 The text modality dimension is  d_text = 768. 

 The audio modality dimension is d_audio = 74. 

 The video modality dimension is d_video = 47. 

These three features are mapped to a unified hidden 

layer dimension through a linear transformation 

module dhidden = 128. After this linear mapping, the 

information of the three modes can be learned and 

calculated in the same feature space. It is mapped 

through a learnable weight matrix, and each batch 

of experiments will be adjusted according to the 

loss function. After this operation, the eigenvector 

of each mode is transformed into (N*dhidden). It is 

convenient for us to carry out subsequent attention 

mechanism calculations. 

The model designs two modality-enhanced text 

modules based on the multi-head attention 

mechanism, which are explained as follows: 

The multi-head attention mechanism requires three 

inputs: Q (query), K (key), and V (value). The three 

input features are linearly transformed through a 

learnable weight matrix in equation 1: 

      

𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1 , ℎ𝑒𝑎𝑑2, . . . , ℎ𝑒𝑎𝑑)𝑊𝑂  (1) 

 

The calculation formula for eachℎ𝑒𝑎𝑑𝑖  = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) ,𝑊𝑂 is the learnable weight 

matrix of each head in equation 2. 

Attention (Q,K,V) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
QKT

√dk
)V    (2) 

 

The characteristic dimension of the matrix QKT is (N*𝑑ℎ𝑖𝑑𝑑𝑒𝑛) *(𝑑ℎ𝑖𝑑𝑑𝑒𝑛*N) = (N*N), the size of the 
entire output matrix is （N*N） (N*𝑑ℎ𝑖𝑑𝑑𝑒𝑛) = (N*𝑑ℎ𝑖𝑑𝑑𝑒𝑛), It has the same size as input Q. 

● Audio Enhanced Text Module: Use text features (𝐹𝑡𝑒𝑥𝑡) as Query, audio features (𝐹𝑎𝑢𝑑𝑖𝑜) as Key and 

Value and generate audio-enhanced text features through the attention mechanism in equation 3:  

● 𝐹𝑎𝑢𝑑𝑖𝑜−𝑒𝑛ℎ𝑎𝑛𝑐𝑒   =  𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄  =  𝐹𝑡𝑒𝑥𝑡  ,  𝐾  =  𝐹𝑎𝑢𝑑𝑖𝑜 ,  𝑉  =  𝐹𝑎𝑢𝑑𝑖𝑜)  + 𝐹𝑡𝑒𝑥𝑡  (3) 

● Video Enhanced Text Module: Use text features (𝐹𝑡𝑒𝑥𝑡) as Query and video features (𝐹𝑣𝑖𝑑𝑒𝑜) as Key 

and Value. Generate video-enhanced text features through attention mechanism in equation 4： 

𝐹𝑣𝑖𝑑𝑒𝑜−𝑒𝑛ℎ𝑎𝑛𝑐𝑒   =  𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄  =  𝐹𝑡𝑒𝑥𝑡 ,  𝐾  =  𝐹𝑣𝑖𝑑𝑒𝑜 ,  𝑉  =  𝐹𝑣𝑖𝑑𝑒𝑜)  + 𝐹𝑡𝑒𝑥𝑡         (4) 
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The next module fuses the two enhanced feature 

vectors obtained and outputs the sentiment 

prediction score. The structure is shown in the 

figure 3. 

 
  
 Figure 3. Weighted fusion output module 
 

The model designs a weighted fusion module to 

combine the two text features after audio 

enhancement and video enhancement and make the 

three modalities fully play their roles. The fusion 

method is as follows: 

Introduce two learnable weight parameters α and β, 

these two learnable weight parameters α and β 

express which enhancement modality contributes 

more to the fused multimodal representation. 

Initially, the contribution of the two enhancement 

modalities to the text modality is to be the same, 

that is, (α＝β = 0.5). The parameters will be 

dynamically adjusted through the loss function after 

each training. Use weights to perform weighted 

summation of enhanced features to generate the 

final multimodal representation in equation 5 

(X_enhanced): 

 

𝑋𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑  =  𝛼  ⋅  𝐹𝑎𝑢𝑑𝑖𝑜−𝑒𝑛ℎ𝑎𝑛𝑐𝑒   +  𝛽  ⋅
 𝐹𝑣𝑖𝑑𝑒𝑜−𝑒𝑛ℎ𝑎𝑛𝑐𝑒      (5) 

Among them, α and β are weight parameters 

optimized by the model through training, which 

dynamically adjust the contribution of audio and 

video modalities to emotion prediction. 

The fused multimodal representation is input into 

the fully connected layer for regression prediction 

(ypred) of the sentiment intensity score in equation 6: 

 

𝑌𝑝𝑟𝑒𝑑   =  𝐹𝐶(𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑋𝑒𝑛ℎ𝑎𝑛𝑐𝑒))    (6) 

 

 

𝑦𝑦𝑦𝑦𝑦  = 𝐹𝐶(𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦))  (6) 

 

Wout is a weight matrix for the linear layer. b_out is 

the bias term, which is a scalar. ypred is a scalar 

representing the predicted sentiment intensity score 

(-3, +3). 

Training loss: By comparing the obtained ypred with 

the label ytrue, MSE is the loss function for the 

model to perform forward propagation to optimize 

the parameters of the entire model in equation 7. 

 

𝑙𝑜𝑠𝑠𝑀𝑆𝐸  =  
1

𝑁
∑ (N

i=1 𝑦𝑝𝑟𝑒𝑑
(𝑖)

  −  𝑦𝑡𝑟𝑢𝑒
(𝑖)

)²     (7) 

 

3.4 Experiment  

 

The model proposed is designed based on the 

sentiment score prediction task. The model's 

parameters will also be tuned according to the loss 

function under this task. Because it is a specific 

score prediction, MAE and Pearson are better 

standards for measuring the model's performance. 

In order to verify the effect of the model in the 

nonlinear regression task, the sentiment score labels 

of the data set were converted into classification 

labels through manual classification. Then, they 

modified the relevant neuron functions used by the 

model to let the model output the prediction of 

sentiment classification. Designed two 

classification experiments. The first one is that the 

model performs a binary classification task. Mark 

the original labels belonging to [-3, 0) as negative 

and the original labels belonging to [0, +3] as 

positive. The other experiment is a three-

classification task. Based on the binary 

classification, a new neutral classification is refined 

for the experiment. The original labels belonging to 

[-3, -1) are marked as negative, [-1, 1] are marked 

as neutral, and the original labels (1, +3] are 

marked as positive for the sentiment classification 

task, mainly calculated the F1-score and 

ACCURACY2 of the binary classification task as 

evaluation indicators. As an extension of the binary 

classification task, only ACCURACY3 was 

recorded as the evaluation indicator for the three 

classification tasks. 

 

3.5 Comparative Experiments and Ablation 

Experiments 

 

Conduct comparative experiments on some baseline 

methods to prove that the proposed model has 

better results in multimodal sentiment analysis and 

use evaluation indicators to confirm the model's 

performance. The ablation experiment removes the 

proposed module or replaces it with a general 
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module to demonstrate the necessity and 

contribution of the proposed method in the model. 

This paper selects the following baseline models for 

comparative experiments: 

 TFN [5]: Tensor Fusion Network fuses data 

between multiple modalities by converting 

features into tensors, promoting dynamic 

learning between modalities. 

 MulT [26]: A Transformer-based multimodal 

sentiment analysis model that focuses on the 

interaction of multimodal information across 

different time steps, potentially transferring 

information from one modality to another. 

 MFM [6]: The interaction relationship between 

multiple modalities and the independent 

information unique to each modality is 

discovered by factorizing the modality-specific 

and modality-shared features. 

 MISA [27]: It learns modality-invariant and 

modality-specific representations to effectively 

fuse multimodal information, extract various 

modality-specific information, extract shared 

representations between multimodalities, and 

form new multimodal representations. 

 MMLATCH [39]: Mining multimodal 

information interactions through dynamic and 

long-term dependency modeling. It 

emphasizes the dynamic interaction between 

modalities and the integration of time series 

features. 

By comparing the results with these baseline 

methods, evaluate the strengths and weaknesses of 

the model through various indicators. 

Ablation experiments are set up based on the 

multimodal information and attention mechanism 

that was used: 

 Single-modal input model:  

The input features were reduced to single-modal 

features to compare the performance of various 

modalities in independent states. This approach 

allows for an analysis of the effects and influences 

of features from different modalities in various 

aspects. 

 Remove the modality enhancement 

module: 

The feature enhancement module was removed, and 

direct concatenation was used to replace the feature 

fusion strategy. This approach helps verify whether 

the proposed feature fusion module is effective. 

 Change the central modality： 

The experimental results were compared by making 

either video or audio the central modality in the 

center enhancement module, with the other 

modalities serving as auxiliary modalities. This 

comparison was conducted to verify that the 

method proposed, with text as the central modality, 

yields the best performance. 

 

3.6 Experimental environment 

 

This experiment was conducted on RTX 3060, 

using python3.8 and pytorch1.9.0. The feature-

length N used was 40, the number of heads K of the 

multi-head attention mechanism was 4, the training 

cycle was 50, the batch size was 16, and the initial 

model fusion parameters α and β of the Adam 

optimizer were set to 0.5 and 0.5 (assuming that the 

audio and video modalities have the same impact 

on the text modality, their range is set to (0, 1)). 

The dropout rate was set to 0.3. The early stopping 

parameter was set to 5, which was used together to 

avoid overfitting caused by the model being too 

close to the data. 

 

4. Results and Discussions 

 

The comparison between experiments and the 

baseline method in the sentiment score regression 

task is shown in Figure 4. The comparison between 

experiment and the baseline method on the CMU-

MOSI dataset is shown in the figure. MAE 

represents the absolute error of the model on this 

dataset. MAE is lower than other models, proving 

that the model can output more accurate sentiment 

scores in the sentiment score prediction task. The 

highest Pearson indicates that the model is more 

relevant to the sentiment label score in actual 

prediction; the model is more in line with the 

experimental data. 

 
Figure 4. Comparison of MAE and Pearson for 

Different Models 

 

The accuracy of the sentiment classification task is 

shown in the figure 5. On the CMU-MOSI dataset, 

the model achieved the best results in sentiment 

classification tasks because the BERT model fine-

tuned on the movie ratings dataset used to extract 

text features can extract more accurate feature 

vectors on more similar sentiment classification 
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tasks, and it is better at sentiment classification 

tasks.  

Figure 5. Comparison of ACC2 and ACC3 for Different 

Models 
 

The experimental results of the f1 score based on 

the two-classification are shown in Figure 6. The 

Model can also achieve the best results in the f1 

score. It proves the model can more accurately 

classify positive and negative classes in binary 

classification tasks. 

From the overall results, in the binary classification 

experimental task, compared with the best-

performing baseline model, the ACCURACY of the 

model increased by 2%, and the F1 score also 

increased by 2.4%. In the three-classification 

experimental task, ACCURACY3 increased by 

1.7%. The model also performed well in the 

regression task of sentiment score prediction. The 

MAE index decreased by 2.1%, and the correlation 

coefficient index increased by 1.9% compared with 

the highest model. These show that the model has 

better experimental performance than the current 

commonly used methods. 

 
Figure 6. Comparison F1-score for Different Models(2-classification) 

 

Table 1 shows the experimental results of the 

ablation experiments. The experimental results 

show that under unimodal model input, the text 

modality performs best in all indicators compared 

with the visual and auditory modalities, which 

shows that the text modality is more suitable for 

multimodal sentiment analysis. The performance in 

the task is better than that of other modalities, 

which proves the rationality of the experimental 

method of using text modality as the central 

modality in this paper. In terms of the replacement 

of the central modality, the experimental models 

centered on the visual modality and the auditory 

modality have improved compared with the single 

modal input, but compared with the text-centered 

model, ACCURACY2 They are 2.8% and 1.9% 

lower, respectively, and the F1 scores are 3.3% and 

1.7% lower respectively. In the sentiment score 

prediction task, the MAE is 10.3% and 5.1% 

higher, respectively, and the Pearson correlation 

coefficient is 3.7% and 2.5% lower, respectively, 

proving that the performance of the text-centric 

model is significantly higher than that of the video-

centric model-centric and audio-centric models. 

Compared with the direct concatenation model, the 

three modality enhancement models using the 

improved attention mechanism performed better in 

all performance indicators. When using direct 

concatenation features, the model's accuracy is even 

lower than using a single text modality feature. 

Only by choosing an effective feature fusion 

method can the operating efficiency of the model 

be effectively improved. Transfer Learning is 

studied in literature and reported [40-46]. 

 

4. Conclusions 

 
This study proposes a sentiment analysis model that 

combines multimodal feature fusion with transfer 
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Table 1. Experimental Results of Single-Modal Input, 

Changing the Central Modality, And Feature Splicing 

Methods 

  
learning. A better multimodal fusion feature vector 

is obtained by setting the text modality as the 

central modality. This study chooses to use transfer 

learning. When receiving text features, the BERT 

model that has been fine-tuned in other datasets and 

sentiment classification tasks is used to obtain a 

better text feature vector, and the CMU-Multimodal 

SDK tool is used for data preprocessing to ensure 

the alignment of modal information. The study 

shows that text modality features contain core 

emotional information in multimodal features, and 

other modal features play a more auxiliary role. 

Introducing a multi-head attention module in the 

fusion between features enhances the expression 

ability of fused multimodal features. The method 

proposed in this paper demonstrates model 

performance in sentiment regression and 

classification tasks through various experimental 

designs on the CMU-MOSI dataset. Although the 

experimental method proposed in this work has 

achieved good results in multimodal sentiment 

analysis tasks, there are still some shortcomings: in 

the CMU-MOSI dataset, the number of neutral 

class samples is small, the boundary division of 

sentiment classification is relatively vague, and the 

generalization ability of the model may be affected. 

The future goal is to combine multimodal sentiment 

analysis with the currently popular generative AI 

and explore more strategies to enhance the 

correlation between modalities through generative 

AI so as to explore the development path of future 

multimodal sentiment analysis agents. 
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